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Motivation:!
•  Voice quality plays a pivotal role in speech style variation.!
•  Synthesis of voice quality changes without compromising 

naturalness is a key objective for current speech technology.!
•  Separating within- and across-speaker differences 

requires the analysis of large labeled corpora.!
•  We apply state-of-the-art voice quality analysis to large 

speech corpora that are readily available such as audiobook 
data.!
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Extracted Features:!
The three below parameters are derived from the glottal source 
signal as estimated by Iterative Adaptive Inverse Filtering (IAIF). 
•  NAQ- normalised amplitude quotient is a correlate of the 

glottal closing quotient. 
•  QOQ - the quasi-open quotient is another amplitude based 

glottal measurement and is a correlate of the standard Open 
Quotient (OQ). 

•  H1-H2 - the difference in amplitude between the first two 
harmonics measured from the narrowband glottal spectrum. 

•  peakSlope - is a spectral slope correlate and is derived by 
decomposing the speech signal into different frequency 
bands using wavelet analysis. 

•  MDQ - the same wavelet based decomposition as is used in 
peakSlope is applied to the Linear Prediction residual in the 
calculation of the Maxima Dispersion Quotient. 

•  f0 – fundamental frequency and MFCC features!

Objective Evaluation:!
•  We observe a performance of 56.78% (std. 12.57) accuracy 

for the FSVM based on MFCCs and f0 only. !
•  When including VQ features the performance significantly 

improves accuracy to 64.40% (std. 13.96; pairwise t-test: 
T(18) = 3.46, p < .003) .!

Speech Data:!
•  CereVoice Subcorpora: acted lax, modal and tense voices; 

8 hours 11 minutes; 15 different speakers; single utterances!
•  Audiobook data: A Tramp Abroad and Pride and Prejudice; 

one male one female speaker; approx. 2 hours of data each 
and about 2000 utterances each!

!

Experimental Protocol:!
•  We utilize fuzzy support vector machines (FSVM) for the 

classification.!
•  The output of the is a three dimensional vector of 

membership assignments to the three classes of lax, modal 
and tense.!

•  Protocol:!
•  Training of FSVM on CereVoice subcorpora.!
•  Objective evaluation of performance in subject 

independent leave one speaker out experiment.!
•  Subjective evaluation of k-means clustering.!

Figure 2: Sample k-means clustering of audiobook Pride and Prejudice. 
The outer clusters in the corners are corresponding to the clear voice 
qualities (i.e. lax, modal and tense). The inner two clusters are mixed and 
not used in the perception test. 

Table 1: Confusion matrix of speaker independent VQ 
classification experiments. 
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Subjective Evaluation:!
•  30 participants completed the subjective evaluation and 

display high inter-rater reliability, as assessed using 
Krippendorff's alpha (All samples: 0.87, Acted samples: 0.95, 
Audiobook samples: 0.75).!

•  We further conduct several ANOVA in order to identify the 
sources of disagreement:!

•  the mean difference between human ratings and 
classifier output is significantly [F(1,118) = 26.42, p $<$ 
0.0001] higher for female speakers!

•  the mean difference between human ratings and 
classifier output is not significant [F(1,118) = 0.44, p = 
0.507]!
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Figure 1: Processing pipeline of the presented approach. After feature 
selection memberships are assigned to samples for three dimensional 
clustering. 

MFCC+f0 MFCC+f0+VQ
L M T L M T

Lax 60.93 26.61 12.44 66.82 24.62 8.54
Modal 29.60 41.02 29.36 23.62 50.86 25.50
Tense 13.62 17.98 68.39 7.89 16.58 75.51

Table 1. Confusion matrices for the leave one speaker out classifi-
cation for both feature sets with and without voice quality features.
Values are in %.
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Fig. 1. Sample k-means clustering of audiobook Pride and Preju-
dice. The outer clusters in the corners are corresponding to the clear
voice qualities (i.e. lax, modal and tense). The inner two clusters are
mixed and not used in the perception test. The cluster centroids are
marked with a black cross.

the audiobook data and cluster them in five distinct clusters, as visu-
alised in Figure 1, using the F2SVM trained on the acted speech with
all 19 speakers. The corners of the triangle shaped space seen in Fig-
ure 1 represent the areas where the classifier clearly could identify
a dominant voice quality to be present, the inner two clusters (dark
and light blue) are intermediate observations with mixed voice qual-
ities. In Table 2, the cluster centroids for the three main clusters (i.e.
lax, modal, and tense) are listed. The values correspond to the mean
assigned memberships by the F2SVM for samples belonging to the
corresponding cluster. The cluster initialisations correspond to the
five possible answers in the perception tests introduced in Section
3.3. The cluster centres strongly correspond to the initialised cen-
troid weights, i.e. the target voice quality for the cluster, except for
the tense cluster of the audiobook data of Pride and Prejudice. In
total 436 samples of the audiobook Pride and Prejudice were asso-
ciated to the lax cluster, 855 of the A Tramp Abroad audiobook. 606
samples of Pride and Prejudice were assigned to the modal cluster
and 717 of the A Tramp Abroad audiobook. Lastly, 235 samples of
Pride and Prejudice were assigned to the tense cluster and only 44
of the A Tramp Abroad audiobook.

4.2. Subjective evaluation

30 participants completed the subjective evaluation described in Sec-
tion 3.3 and display high inter-rater reliability, as assessed using
Krippendorff’s ↵ (All samples: ↵ = 0.87, Acted samples: ↵ =

0.95, Audiobook samples: ↵ = 0.75). We also compute ↵ for the
hard classification output (i.e. the class with maximal membership
assigned argmaxi(mi)) and the majority vote over all the partici-
pants for all the audiobook samples. This gave an ↵ = 0.74 and
demonstrates strong agreement between human ratings and the clas-
sifier output. This is further emphasised by the observation that 88
% of audiobook samples were rated within 1 numerical rating point
of the hard classification output (i.e. this includes, for example, a
sample classified as lax and rated as lax-modal).

We further conduct several ANOVA in order to identify the

Pride and Prejudice A Tramp Abroad
L M T L M T

C-Lax 0.67 0.22 0.11 0.80 0.18 0.02
C-Modal 0.14 0.80 0.06 0.17 0.80 0.03
C-Tense 0.37 0.35 0.28 0.08 0.24 0.68

Table 2. Cluster centroids for the samples of the two audiobooks.
C-Lax, C-Modal, C-Tense represent the cluster centroids for the re-
spective voice qualities as seen in Figure 1.

sources of disagreement within the above observations. For the first
set of analysis we use the absolute difference between the majority
vote of the human rating and the hard classification output as the
dependent variable. The independent variables are (1.i) gender of
the speaker (1.ii) data source (i.e. audiobook data or acted data).
We observe the following: (1.i) the mean difference between human
ratings and classifier output is significantly [F(1,118) = 26.42, p <

0.0001] higher for female speakers (µ = 1.06; � = 0.89) than for
male speakers (µ = 0.36; � = 0.55). (1.ii) the mean difference be-
tween human ratings and classifier output is not significant [F(1,118)
= 0.44, p = 0.507] when comparing acted speech (µ = 0.76;
� = 0.94) and audiobook samples (µ = 0.66; � = 0.68).

The second set of ANOVA investigates the absolute differences
between the actual label for the acted samples and the (2.i) human
majority rating and (2.ii) the hard classifier output. We observed the
following: (2.i) the differences are significantly higher for the female
voice (µ = 0.66; � = 0.95) than for the male voice (µ = 0.13;
� = 0.35) with p = 0.006 and F(1,58) = 8.21 for the ANOVA test.

(2.ii) the differences between the automatic ratings for the acted
speech of the female speaker are larger (µ = 0.60; � = 0.93)
than for the male speaker (µ = 0.20; � = 0.61), however, the
ANOVA does not show strong statistical significance with p = 0.054
and F(1,58) = 3.87 for the ANOVA test. There are no significant
differences between the mean absolute differences of (2.i) and (2.ii)
in a paired t-test, which indicates that the automatic classification
yields comparable results to human performance.

The combination of the agreement between the human ratings
and the classifier output (as shown by ↵ = 0.74) together with the
findings from the ANOVA analysis provide ample evidence to ad-
dress RQ3 and answer that the proposed method indeed does pro-
duce a separation of voice quality in unlabelled corpora of expressive
speech at a level which closely approximates human ratings.

5. DISCUSSION AND CONCLUSION

This study presented a classification approach involving a feature set
consisting of state-of-the-art voice quality features used with fuzzy-
input fuzzy-output support vector machines (F2SVM). Speaker in-
dependent experiments on acted speech with discrete voice quali-
ties showed effective classification of lax and tense voice. Lower
classification of modal voice was observed and this can be largely
attributed to high degree of variability in modal class of samples
which were read in a neutral voice quality. A formal labelling of
the voice quality of the neutral utterances would help to reduce this
variability and would inevitably lead to better classification of the
modal class. Findings from the subjective evaluation reveal that the
clustering approach of the soft output of the F2SVM classifier was
highly effective in separating lax, modal and tense voice in unla-
belled corpora of expressive speech, with potential for improvement
for female voices. This makes the proposed approach an extremely
useful method for handling this kind of data and has important im-
plications for expressive speech synthesis, as well as other speech
technology applications. It’s potential for expressive speech synthe-
sis, in particular, is one which we intend to exploit in future work.

•  The audiobooks contain samples with varying voice quality. 
The predicted voice quality of all the speech samples in the 
audiobook data are clustered into five distinct clusters, 
as visualised in Figure 2. The corners of the triangle shaped 
space represent the areas where the classifier clearly could 
identify a dominant voice quality to be present.!

MFCC+f0 MFCC+f0+VQ
L M T L M T

Lax 60.93 26.61 12.44 66.82 24.62 8.54
Modal 29.60 41.02 29.36 23.62 50.86 25.50
Tense 13.62 17.98 68.39 7.89 16.58 75.51

Table 1. Confusion matrices for the leave one speaker out classifi-
cation for both feature sets with and without voice quality features.
Values are in %.
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Fig. 1. Sample k-means clustering of audiobook Pride and Preju-
dice. The outer clusters in the corners are corresponding to the clear
voice qualities (i.e. lax, modal and tense). The inner two clusters are
mixed and not used in the perception test. The cluster centroids are
marked with a black cross.

the audiobook data and cluster them in five distinct clusters, as visu-
alised in Figure 1, using the F2SVM trained on the acted speech with
all 19 speakers. The corners of the triangle shaped space seen in Fig-
ure 1 represent the areas where the classifier clearly could identify
a dominant voice quality to be present, the inner two clusters (dark
and light blue) are intermediate observations with mixed voice qual-
ities. In Table 2, the cluster centroids for the three main clusters (i.e.
lax, modal, and tense) are listed. The values correspond to the mean
assigned memberships by the F2SVM for samples belonging to the
corresponding cluster. The cluster initialisations correspond to the
five possible answers in the perception tests introduced in Section
3.3. The cluster centres strongly correspond to the initialised cen-
troid weights, i.e. the target voice quality for the cluster, except for
the tense cluster of the audiobook data of Pride and Prejudice. In
total 436 samples of the audiobook Pride and Prejudice were asso-
ciated to the lax cluster, 855 of the A Tramp Abroad audiobook. 606
samples of Pride and Prejudice were assigned to the modal cluster
and 717 of the A Tramp Abroad audiobook. Lastly, 235 samples of
Pride and Prejudice were assigned to the tense cluster and only 44
of the A Tramp Abroad audiobook.

4.2. Subjective evaluation

30 participants completed the subjective evaluation described in Sec-
tion 3.3 and display high inter-rater reliability, as assessed using
Krippendorff’s ↵ (All samples: ↵ = 0.87, Acted samples: ↵ =

0.95, Audiobook samples: ↵ = 0.75). We also compute ↵ for the
hard classification output (i.e. the class with maximal membership
assigned argmaxi(mi)) and the majority vote over all the partici-
pants for all the audiobook samples. This gave an ↵ = 0.74 and
demonstrates strong agreement between human ratings and the clas-
sifier output. This is further emphasised by the observation that 88
% of audiobook samples were rated within 1 numerical rating point
of the hard classification output (i.e. this includes, for example, a
sample classified as lax and rated as lax-modal).

We further conduct several ANOVA in order to identify the

Pride and Prejudice A Tramp Abroad
L M T L M T

C-Lax 0.67 0.22 0.11 0.80 0.18 0.02
C-Modal 0.14 0.80 0.06 0.17 0.80 0.03
C-Tense 0.37 0.35 0.28 0.08 0.24 0.68

Table 2. Cluster centroids for the samples of the two audiobooks.
C-Lax, C-Modal, C-Tense represent the cluster centroids for the re-
spective voice qualities as seen in Figure 1.

sources of disagreement within the above observations. For the first
set of analysis we use the absolute difference between the majority
vote of the human rating and the hard classification output as the
dependent variable. The independent variables are (1.i) gender of
the speaker (1.ii) data source (i.e. audiobook data or acted data).
We observe the following: (1.i) the mean difference between human
ratings and classifier output is significantly [F(1,118) = 26.42, p <

0.0001] higher for female speakers (µ = 1.06; � = 0.89) than for
male speakers (µ = 0.36; � = 0.55). (1.ii) the mean difference be-
tween human ratings and classifier output is not significant [F(1,118)
= 0.44, p = 0.507] when comparing acted speech (µ = 0.76;
� = 0.94) and audiobook samples (µ = 0.66; � = 0.68).

The second set of ANOVA investigates the absolute differences
between the actual label for the acted samples and the (2.i) human
majority rating and (2.ii) the hard classifier output. We observed the
following: (2.i) the differences are significantly higher for the female
voice (µ = 0.66; � = 0.95) than for the male voice (µ = 0.13;
� = 0.35) with p = 0.006 and F(1,58) = 8.21 for the ANOVA test.

(2.ii) the differences between the automatic ratings for the acted
speech of the female speaker are larger (µ = 0.60; � = 0.93)
than for the male speaker (µ = 0.20; � = 0.61), however, the
ANOVA does not show strong statistical significance with p = 0.054
and F(1,58) = 3.87 for the ANOVA test. There are no significant
differences between the mean absolute differences of (2.i) and (2.ii)
in a paired t-test, which indicates that the automatic classification
yields comparable results to human performance.

The combination of the agreement between the human ratings
and the classifier output (as shown by ↵ = 0.74) together with the
findings from the ANOVA analysis provide ample evidence to ad-
dress RQ3 and answer that the proposed method indeed does pro-
duce a separation of voice quality in unlabelled corpora of expressive
speech at a level which closely approximates human ratings.

5. DISCUSSION AND CONCLUSION

This study presented a classification approach involving a feature set
consisting of state-of-the-art voice quality features used with fuzzy-
input fuzzy-output support vector machines (F2SVM). Speaker in-
dependent experiments on acted speech with discrete voice quali-
ties showed effective classification of lax and tense voice. Lower
classification of modal voice was observed and this can be largely
attributed to high degree of variability in modal class of samples
which were read in a neutral voice quality. A formal labelling of
the voice quality of the neutral utterances would help to reduce this
variability and would inevitably lead to better classification of the
modal class. Findings from the subjective evaluation reveal that the
clustering approach of the soft output of the F2SVM classifier was
highly effective in separating lax, modal and tense voice in unla-
belled corpora of expressive speech, with potential for improvement
for female voices. This makes the proposed approach an extremely
useful method for handling this kind of data and has important im-
plications for expressive speech synthesis, as well as other speech
technology applications. It’s potential for expressive speech synthe-
sis, in particular, is one which we intend to exploit in future work.

Table 2: Cluster centers of lax modal and tense samples for 
both audiobooks. 


