
 The problem want to estimate a parameter encoded in a probabilitydistribution

by lookingat a samplefromsuchprobabilitydistribution

Why Cases in whichdirect measurement is not possible Eg epidemiological
models but alsoOQS

Formalsetup
Sarameter random variable X Pro X Take a sample realisation of the random
variable 2

Estimator a function T n estimate goodguenfor 0

Question is a good guen for
More precisely twoissues

what is Ex x

Ibias

unbiasedestimator Ex XI

Now This is a frequentist definition as it requires theexistenceofa
true Bayesian estimationtheorydoes not directly admit this
definition

can we say somethingabout theprecisionof



Measure precision by the Mean Squared Error MSE

Ex XI IEEEXI VanÉ X MSEE

for unbiasedestimators Ex X we have inparticular

MSEE Ex EX 01

There is a general limit on the precision of an estimator givenby the strengthof
the parametric encoding in theprobability distribution

MSEE Granier Rao bound

Things to
note

fit it is a lower bound one can always do worse larger MSE but not

better smallerMSE

iil thespecific estimator T for I does not appear on the RHS thebound is

trueforany estimator equivalently for the bestone

Thedenominator

FIX Ex logPro x Fisher information contained in about

howstrongly doesitdependon 0



Equivalent formulation

Fo x Ex
2
logPro E Prove theequivalence

ProofoftheGavier Raobound

Score function V logProIX

IV Ex logPro x Ex If Prom

He if
Probe fda Probet 0

Now Cor V T Ex 1 1ply
Pro x
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BytheCauchy Schwartzinequality
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Multiple random variables

In general one doesnot consider a single random variable but as avector of
variables sayof lengthN

Simplest case i i d random variables Pr X X Xn Pr Xs PrX2 PrXn

the Fisherinformation is additive CRbound

MSE T XIN
NF X

this is known as shotnoise scaling or unfortunately standardquantumlimit

Saturating theGranierRaobound
Or but how to build an estimator Work through an example

A 12,3 Pra Pr12 121
Pr 3

Want to estimate from a sample live myN 1 2 13 2 1 33 2 1

Possible estimators



sumthe string
then

etc

Optimal estimator An estimator T X is efficient if it saturates theGranier Rao
bound In general we look for asymptoticallyefficient estimator theproperty
holds in the N no limit

Maximum log likelihood estimator

Likelihood function 1,10 Pro x or logPro n Numeries

Estimator ME arging In 01 Idea the parameter to bechosen is the
one that makes the observedsamplethe

most lively

Theorey BernsteinVonMises in some variation

Under appropriate regularity conditions the maximum likelihood estimator is

asymptotically efficient

Example Themaximum likelihood estimator for a binary random variable

A 0,1 Priest 0 Pr101 1 0

Given a stringof length N n n a times symbol 1 N a timessymbol0

ln.info logPro min log 09107
a

alogo IN a log 1 0



Impose maximality Ininto 0
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That is the averageofthe obtainedvalues

Quantumversion

so far in theclassical case the object encoding the parameter is a probability
distribution Pro In thequantum case we assumethe parameter is encoded in a

quantumstate

Problems there are many ways
to gofrom a statego to a probability

distribution

manypossible measurements

Therefore we want to optimise over all the possible measurements

Idea define the quantumFisher information Holpe as

EEL.tw
istheprobabilitydistribution givenbythe application

classicalFisherinformation ofthe POUM The to thestatepo



Of course this maximisation is not veryfeasible in practice We find a way tobuild

Ho analytically
Remember thedefinitionoftheFisher information

F X dm

If
Prom

but now bythe Born rule Prola Tv Tupo for agiven Porm In hence

an

f Tupo

if I
In Po

We express thederivativeofthestate in termsof the actionof a Hermitianoperator Lo
known as symmetric logarithmicderivative

2
10101k Lyapunov equation

Re Lopol

Tr In po Re Tr In Lopo Re Tr potato

Hence theclassical Fisherinformation is

Fo Tupa an

egg
Refer potato 1



Now wewant tofindamaximisation in termsof something thatdoes not dependon the
choiceofthespecific POVM In

lot t.tt iEIrf 1f

Usingthe Cauchy Schwartz inequality

kfffif.int em

Jan 1ftp If I t.ro t

fdnIffIf trtfoloftnftnlofo

da Tr In topolo

Nowusethe normalisationofthe POUM Tu fda In 11 hence

Tr POLE

Thisdoesnot dependon the POUM In Therefore

Fo Tape I polo Hf QuantumFisher information



Follows the quantumCranier Rao bound

MSE T.pe
4

Optimal Pours saturating theGranierRow bound

Wehaveto choose an optimalPOUM In that saturates both inequalities 1 and 12

Theinequality 11 is saturated if I potato is real for all 0
The inequality 2 is saturated when

T.EE fIfffff lie thetwo vectors in the Cauchy Schwartz are
parallel

This issatisfied ifandonly if more or less In is the setof projectors over eigenstates

ofLoTheoptimalPOUM is Lo

Technical note The optimal POVM Lo yieldsthemaximal Fisherinformationcoinciding
with thequantumFisherinformation

However this saysnothing on theoptimalestimator i e the optimal functionof
the eigenvaluesofLo One can apply maximum likelihood

So we canfind themaximalamountofparameter knowledge extractable from
a quantumstate

we can write the optimal POVM

Allofthis requires to beable to compute the symmetric logarithmic derivative to
which was implicitlydefinedby the Lyapunovequation



topoff

It is solved given wo proof by

2 Em adf.fm ttmxtnl forterms w ftp.to

where po PnHuxtal eigenbasisdecomposition

Votethat in general both the eigenvalues pn and the eigenstates 14h7 depend on
the valueofthe parameter

E ThederivativeofthestatePa can be written as

Po Haunt pnldotuxtnltpnltuxdo.tl

Note that stmith 8mn of tutti dotman Ltml00th 0

Re Sota tm 0 dotultu Ltmdotus

Applying thesolutionoftheLyapunovequation forthe symmetric logarithmicderivative to
and thedefinitionof thequantumFisherinformation provethat the QFI canbe
decomposed in termsofa classical contributionbythedistributionof the eigenvalues
put and a trulyquantum one in termsofderivativesofthe basis 147
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So fareverything is a bit abstract Now we specialise the results to somecases

ofphysical interest



Unitaryencoding

this is the most typical case in quantummetrology send in a probe state into a

unitarychannel w an unknown phase

Po If Po Up e
H

H Ht some Hamiltonian

Po UopHE e ftp.eittl

Derivative ofpo for the symmetric logarithmic
derivative

Po 4 PoUto Uop fat
it Nopolot illopHuf HUo 0

illo Hpollot illop.HU's

aUa p
H Of

2 E.amIIttmxtnl
where 14ms eigenstates of pa witheigenvalues pm But it is convenient to express

everythingin terms of eigenstatesofp 197 sit

197 Hot14ns Mn 4019ns Theeigenvalues are preserved

bythe unitary evolution

6 2 amtEEffg.ttEIUollmxenluf
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