
② Entropy and Mutual Information

Let as start with a roudow variable X with a probability distribution PX(x),-X

How can we measure the uncertainty that this random variable is carrying?

A possible way to do that was introduced by Shaman :

· An information bit is a measure of how much we lear from the

outcome of a random event: information as surprise a uncertainty

Thes the information content of having observed - X is

ika) = -log (PX() ⑭ Leg ~ logarith in

↓
- base 2

Information in unit of bits

12 -

10 -
if it is more likely to occur ;in

An event has a: lower surprise

8-
· highe surprise if it is less

6 - likely to occur ;

4 T

2 =

A *

I P(x)

The amount of surprise of a random variable X is the average of
ikd) :

HCX) = Exlibad = -EPxk logPx()

Wecll this the entropy of X



Properties : e) H(X) > 0 ; H(X) = 0 E X is deterministic
.

2) H(X) < lag/X1
, equality > X is uniform

· - - - .

We now move into considering two random variables Xand Y possessed

respectively by Alice and Bob
.

The two random va . might be conelated :

Let
us say

that Bob observe the outcome If and that communicate this

to Alice. Her information content that Alice has is man givenes

uncertainty

iGly) = -lag[9x1 Kalift- Exy(y) = Pay
4y(y)

The
overage of this quantity is the Conditional Entropy

H(X(Y) = -
y
Px, k,y) log [Px14 /By)]

It corresponds
to theoerage information goin on X by Knowing Y.

Properties: 1 It seems reasonable that knowingY should reduce uncertainty

ou X( H(X) => H(X/Y) Not the some

in quantum

In the case Bob doesn't know the outcome y - the uncertainty is

simply meanned by the Joint Entropy

H(X, Y 1 = Ex [i(X,
Y)]



Exci

④ Showing that

1) Chain rule

· H(X, Y) = H(x) + H(XX) = H(Y) + H(NY)

· H(X
, --, Xn) = H(Xe) + H(XzIX2) + H(kz/X2 X 1 ) +

...
+

H (Xal Xn- ...
X2)

2) Subdditivity (Hint : use H(X(Y) = H(X))

H(Xs
, . . ., Xm) -> E H(Xi) i equality ES [xit

i
one independente

·--- .

A measure of cevelation corresponds to the amount of uncertainty reduction

We have on X by Knowing Y : The mutual information

I(X : Y = H(X) - H(X(Y)

It is a measure of dependence ~ correlations of X and Y

It meane how much knowing Y reduce the uncertainty ou X

Properties : 1) Symmetry I(X : Y = ILY: X)

2) Nen-negativity [CX: Y) > 0 ; equality E> XandY one

independent

3) If X is a determistic function of Y and vicena ->

U(X(Y) = 0 = I(X :Y = H(x)

4) I(X: Y) = H(x - HLXlY) - HCX + HCY) - H(XY(
= H(Y) - HCYIX) =



https://arxiv.org/abs/1106.1445

References: Wilde, Mark M. "From classical to quantum Shannon theory." arXiv 
preprint arXiv:1106.1445 (2011)

Quantity Symbol Meaning
-

Entropy H(X)

Uncertainty/Semicolor,-

Conditional Entropy H(X(y)

=con n yeaH(X,y)

elitalinformation [(X : Y) Unaitaintygori here

-> more specifically Chapter 10

of Version .



② Quantum Entropy and Quarte Mutual Information

Generalization of Shaman entropy by explicing prob. With density matrix :

Von Neumann entropy H(A) = -Mr 49a log(ab = H(PA)

Captures both dessical and quarter uncertainty

Properties : 2) H(p) > 0 ; H(g) < logd ,
a dim

. of It ; ea1:

2) H(g) = 0 2 = 14 x4) avologous of deterministic

rondo Veriable

3) Cencavity

H(p) = E* <x() HIPa) for 9 = ExPx(d Po

4) Isometric invenience H(p) = H (UgE) #Unitary

VorNeumann entropy has a "classical" interpretation : it corresponds to the

minimum Showou Entropy when rock-one POVM is performed :

Given 1 ,
the quantum entropy of 9 , H(D) , is the minimum showon entrop

among all the Grabob-distribution that can be obtained by I.

H(9) = many H(Y) = ming) - E MedNyg] log Pr[Ngbe

the right question to ask
,

the one with the minimum uncertainty

↳ molle more con why H(14x41) = 0
.



https://arxiv.org/abs/1106.1445

References: Wilde, Mark M. "From classical to quantum Shannon theory." arXiv 
preprint arXiv:1106.1445 (2011)

· Joint quantum entropy is straight. generalization

H(YAB) =
- M4CAB log PAB

· Conditional quantum entropy (meanment disturbance

No formal nation of conditioning in quarter theory .

HIAIB) = HCABS
, -H/Bly

· Quantum Mutual Information

ICA : Bly = H(Alp + H(Bly - H(ABL
g

=

= H(Alp - M/AIBly =

= H (Bly - H(BIA)y

· Properties :2) Nen-negativity [A : Bl> O

al Upper-bound I: Bly 2 log (min /dim Ha
,

dim HB6)

3) monotonic under (PTP => [(A : B1s(p] I(A : B) y

All good,
it seems that we have a nation of concations of the quarter

level that corresponds to a straightforward extension of classical nations.

So we are happy ... a maybe no?

What is the issue ? Do these quantities rolly correspond to classi

quantities ? " ④
um

-

- Portof Chapter 11



References: Nielsen, Michael A., and Isaac L. Chuang. Quantum 
computation and quantum information. Cambridge university 
press, 2010.

· A comunication problem/task between Alie and Bob
Chapter 12

. 1
.
I

-

Alice
prepare on ensemble [PX/), PBS and send it to Bob.

This
can be represented by PAB = E* Px6c kxxla &

e

Bob measure using a LOVM [MPy) : this corresponds to arandom

Veniable Y with probabilities Py(y) = tr4UM &ABS

The gool of B is to find the value of that Alice has prepared

On
overage this meas that B should reproduce Px(x) with

Pyly) : this corresponds to have a maximal mutual information

since in this case it would mean that X is deterministic if Y is known

and vicevere
.

The clonical mutual information [(X : Y)~Px
,x(x,y

Now
,

the meannement of Bob can be described by a quantum instrument

MB: 2(HB) + 2(H(B)

yB[9) = WW

PyCyl = teRMY 9) 9 = WigM* W
In <MBy 96



M :(Pr2(H** HQ) Ha a quantum register

M [9) = E. Mi (9) lyxya = Pyly) By /xYa

MB [p8) = E tedMBy B

PBMW
Olyoe

Ryix(y(x)

= Pylxlyk) gi lyxyla

To the overall state is given as

gAB = [laMP](gAB) : Ex() (xda MB[gB]

= I Px() Rylalek (xkla Pykx O lyxue

Now I(A : Q)
gas

with

9aa : TB4gaba)= Pxk Pyykd (xda lyxyla =

= Px
,y ( ,y) Kvda lyxy

In this case ICA : Q19a = [(X: Y)



Now I (A : A) gaa I(A : Bagaba since 9ar = Tr(9aBay

I (A: BQ)
Para

I(A : Blfab since Paba : [laM](fab)

There we have I(X : Y) = I(A:Algaa I (A : B)
gaB

We already notice that I(X : Y) < I(A:B)
PAR

We can rewrite I:BAB = M/Aga + H(B)
B

- H/AB)&AB

H(A)9A =
- tella logPab

= = &a logPx( (lxcak

Pa = Rx(xkxc

- - [qx(x)logPx(x) = H((X)

H(BIgB = - te4ERx()&B7 · log [EPx19 7) = S (2 Py(x) &.e

HABITAB =
- tr 49aB log faB]

block diagonal

logfab = log I'Px( (viadgy Yvde)(
= Elog4Px() Kixala Pay

rock- (e) ....
- I levela log &Px( It productee

- I lxda leg Px() + E kexda log gei



To we get Tebab logfab) = takfab Ikea #Plag Px() 3 + TadaB Ebaxcly Leggee

= Pala logqx( E, tak Pxbi) Kixclag xia log y-

= E Px() logPxd + Pxhal take logp

= - H(X) - E Pxk H(Blp

So we have I(A:Bab = M/Alga + H(B)yB - H/AB)PaB =

=**+ HIBLs -*X) -I 9,k H(B)ps

= H/BlyB -Px(x) M(B)ge

= X [SPXd
,

9: ]] = x [ 3] ~Holevo Information

· Holevo Bound I(X: Y) = X (3) -bound independent on the

measurement ou system B

We can maximize over measurement on B =

may
[(X :Y = [Poa(X : B) < X 23

For some states [c(X : B) < X[E) and

· DIE) = X 15) - I(X : Bl = Ila : ByaB - I ( : B)

Ensemble of states which are not all arthogonal to each other.



To the IPoc(X : B) < H(Bly - EPy( H(Blys

E H(B)
B

Now if PB ~HP ~n qubits ④
*

=>

H(BIyp log2" = n =>

IPo (X : B) = m despite dim 7 = z

the Holevo bound proces
that given i qubits , although they can carry a

larger amount of information
thanks to quarter superposition ,

the amountof

clanical information that can be accessed can be up toi classical

bits



Wiseman, Howard M. "Quantum discord is Bohr’s 
notion of non-mechanical disturbance introduced 
to counter the Einstein–Podolsky–Rosen 
argument." Annals of Physics 338 (2013): 
361-374.

This definition wark for on ensemble E = [Px(x), $G and more specifically for

states &AB = [ Px() kxdAOx P

More generally we can define
tha accessible information given a measurement

an system B as

-> H(ALY)pAB-

ICA : Y(gaB : H/A)gA - E. Py(y) H(p*
witho &

*
= teB &pAB3

The probability of observing y Py(y)
= thg[MB gB]

The state on A after observing outc
. Y g

*

= MBY&B

Then we have that the Discord for measent on B is given as

D(A1B)
gam

=
ICA : B) AB -

max
[(A:Y

AB

↓
Quantifies the loos of quantum correlationsace we

measure system B -> can be shown to represent the less

of quarter correlations whenme try to capy them with LOCC
.

Actually, we can bring back quantum Discord to Bob's
nation of non-disturbance

↳ for more details o E



A system is disturbed bya meanement (MP) if the measment

influence the conditions for possible predictions regarding feature

measurements

H

A system is disturbed if the post-measurement state has last
G

Some information an possible future prediction on all

possible meannements

Exemple -> Pab= IOXdaloxdB+ llxala Itx

↳ separable state
, no entanglement

If I menue system B -2) [loxdBlaxIB) -

- 99
. m. loxdXdB + (2x2) loxd-l1x1l@Ile

- Gloxda1oxdB +2 (1X1(0x
(0xd +

& (1x1) G 12

We see that some information is last= measuring fam with on arbitrary

measurement does not yield t same probability distribution

One can all : maybe is just this specific measurement- >

-> this is why there is the mos over accessible information ->

=> If DCAIB) #0 A no meannement such that the postmeement

state can have the some predictions of the initial one .



A composite state that cannot be assembled by classical means is 
entangled. Similarly, a composite state that cannot be 
disassembled by classical means is still quantum—it has a 
nonvanishing discord, the quantum information lost in the process 
of deconstructing it into classical ingredients. 

References: Streltsov, Alexander. "Quantum discord and its role 
in quantum information theory." arXiv preprint 
arXiv:1411.3208 (2014).

Ferraro, Alessandro, et al. "Almost all quantum states have nonclassical 
correlations." Physical Review A 81.5 (2010): 052318.

· Discord zen states are : quarter-classical states

I
AB

= [Gy(y) polyxy
Y

In this case max FCA : Y
=
I/A : B)

&AB
Y

EM3y6 = 4/yxy13

· Discord zena both on A and B E> classical-classical states

gAB= PX,y(,g) (xda* ly xy

·

Detectivewhethera given state has zeo quutum discard can be sea

· Computing quantum discord is NP-complete (running time
graves

exponentially with dimension of Hilbert space
C

.

↓
and references therein

For a reference on the volume of quantum states with zeno discord



Why is this connected with disturbance ?

We know show that we can not
copy

correlations for states with Quantum with

LOCC operations : if &D is not zers
, we will inevitably disturb the system.

Further
, OD quantify the loss of information in this task.

Analogous of no-clowing theore for conelations.

Let
us consider Alic

,
Bob and Charlie

.

We anne Alice and Bob

created
,
while Charlie not :

ABC = gAB &x

The
g for Bob to tranfer his state & conelotions with Alice to Charlieoo is

essing SEP

We want to find A EBH #* H
:

with SEP 1.) : Bi . B ; BB:Ci = BQ

sit
. GABC = [HAQ &2x] [pABQ9' with the property

pA = te5 PABCY= ~ I'lpAB] =supp
I (A : ))Aa



We do not loose in generality if wechoose &c :I
=b

ABS - (aBi)A (laBi Cic

I can define 9:: PelCiCid and F = L -

=> gaB.gi (aBi) &A (HAB) & T

=
(ha EB)& (a) a

EB. Bi

More the state shared by Alice and Charlie is

= Yep4 ABC) : tapGHA AB Have yo =

- top 4 TB gaBy =

-

MP is a
POVM us can be checked.

We will now show that the quantum mutual information is bonded above ->

We will do that in 2 steps :

② Upper bound on I'[PAB]

Letus consider the state jAY
-E MeBYDAQM *gAB] lixi



Let us consides a measure-and-prepare map As : H
*
-> H t

.

As /· ]= Kab Ke with Kab
=T laxble

II

&

We have that gyAs[laQg]) jAY)

This means that

↓
monotonicity under CPTP

[(A :2)pa
= I (A :5)

(and)jA

= ISA : )
j

As =
quarter-classical states

-
I (A : B)

<M
- 3

Taking the sup of AB = sup of (MP) we obtain

sup
I (A :Ca = I'[pAB

&

Supp I (A: B)
<MB

=

"Ioa(A : B) = I(A :BlgaB-D(AfB) AB

Thus we conclude that I'[gaBl < ICA :B)YAB-P(ABIPAB

② Lower bound or I'[9AB]



Streltsov, Alexander. "Quantum discord and its role in quantum 
information theory." arXiv preprint arXiv:1411.3208 (2014).

② · con.

Let us consides CiC-lixil = E = CC = lixik

=> -Ac -<MB GMB GABG live

We notice that

ICA :CA = ICA :Eljac = I (A : B) SMBS

Given that this is a specific protocol=>

- CA :Pas 23

SUPER 1 A :G)gA = I'[gA

Thus we
have that

I' [gAB] <, ICA :BIRMEy I Incc(A :B) = I/A :BlyAB-D/AlBIgAB

4MB4 is the

one that

correspond to

the moximum

Thus we have proved that

I/A : B) - DIAB) < ['[gA*] i [(A: B) -D/AIB1 =>

=> I'[pAB] = I(A : B) - D(AIB)

Thus we conclude that correlations can be copied iff DAIB) = 0



Reference: Piani, Marco, Paweł Horodecki, and Ryszard Horodecki. 
"No-local-broadcasting theorem for multipartite quantum 
correlations." Physical review letters 100.9 (2008): 
090502.

This result is connected with the problem of Local Broadcastability

The problem of "Broadcasting Information" is given as follows :

The NO-Broadcasting theorem is the generalization of the no-claring
Theorem for mixed states

Given on ensemble 49:, 8:3 is it possible to find a CPTP A s.

t.

tas 29: TE] = the Al9: Te) = 9:

if and only if (fi, [i] = 0 Vic.

The broadcasting of a single system can be generalized to bipartite
state and local operations :

SAB is locally broadcastable Es

7 daa :2(#** #* 2 (H**H*

ABB' :I(H** #B) 2(#*
0 HB)

such that

trab (ad BBi] /Par Ta (i) = Trab'4/14 = PAB

Th
. &AB is locally broadcastable >> SAB is classical-classical



A list of the references on quantum discord:

• An introduction to classical and quantum information theory can 
be found in Chapter 10 and 11 of:

• Wilde, Mark M. "From classical to quantum Shannon theory." 
arXiv preprint arXiv:1106.1445 (2011).

• This is a pedagogical review on quantum discord and on some 
applications for quantum information processing:

• Streltsov, Alexander. "Quantum discord and its role in quantum 
information theory." arXiv preprint arXiv:1411.3208 (2014).

• This a review on all the results on quantum discord, from quantum 
computation, quantum communication, measurement disturbance, 
open quantum systems and quantum phase transition. Advanced 
read:

• Bera, Anindita, et al. "Quantum discord and its allies: a review 
of recent progress." Reports on Progress in Physics 81.2 (2017): 
024001.


