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Summary

In this work we discuss three di�erent aspects of the topological classi�cation of

propagating beams of light. This topological classi�cation relies on global properties

of the light beam, which are insensitive to local disorder or perturbations. However,

topological invariants calculated for scalar �elds may not fully describe a beam of

light, which consists of a vector �eld which points in a particular direction at a given

time. We consider the extension of the topological classi�cation of light beams to

cases where the polarisation is allowed to vary.

When the phase of a scalar electric �eld varies around a point, that �eld carries

angular momentum, proportional to the magnitude of the change of phase. When

the polarisation also varies, we show that there is a new angular momentum which

is carried by such a beam. This generalised angular momentum accounts for the

possible winding in both the direction of polarisation and the phase around a point.

We show that the spectrum of this angular momentum can be a half-integer or an

integer multiple of Planck's constant.

To con�rm these predictions, we measure the angular momentum current in

a beam with varying polarisation. As well as the classical current, we measure

quantum �uctuations due to the discrete nature of the photons which carry this

current. This experiment shows that the generalised angular momentum is indeed

quantised in half-integer multiples of ~, and provides a general method for sorting

and detecting beams according to their generalised angular momentum.

Next, we study a new class of material, the hyperbolic metamaterial, in the

generic case where all three principal dielectric constants are unequal. These mate-

rials have negative dielectric constant in one direction, and positive but unequal in

the other two. We show that the iso-frequency surface, that is the surface of wave-

vectors at which light of a constant frequency can propagate, consists of two sheets

which meet at four linear intersection points. We derive a geometrical optics, and

then a full di�raction theory of light propagating close to one of these directions.
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We also include the e�ects of absorption and discuss how such a material could be

realised in practice.

Finally, we examine the topological classi�cation of light beams in periodic struc-

tures, in terms of their crystal wave vector k. Again we show that although it is

possible to describe a single polarisation using the classi�cation of scalar �elds,

when the polarisation is allowed to vary then this classi�cation is no longer suit-

able. Instead we show that the propagation of the �eld can be described by a local

non-Abelian gauge �eld. This non-Abelian �eld has an integer associated with it

which classi�es pairs of bands describing two orthogonal polarisations. We give a

simple formula to compute the non-Abelian �eld and the invariant which classi�es

the winding of this �eld around loops in reciprocal space.
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Chapter 1

Introduction and motivation

1.1 Introduction

The behaviour of any physical system is generally described by di�erential equa-

tions, which can depend in a complex way on many di�erent parameters. Usually

we can make precise predictions only for idealised systems, ignoring disorder. How-

ever, there are properties which cannot be a�ected by such disorder. For example,

consider a knot in a rope which is �xed at both ends. This knot cannot come

undone, no matter how the rope moves or frays, until the rope breaks completely.

Topological properties such as this not only allow for precise characterisation, but

also lead to physical laws which, at least in the range of applicability of the theory,

are obeyed to an extremely high precision [1, 2, 3].

This topological description of matter leads not only to physical understanding,

but also to applications in the design of devices which are insensitive to disorder [3,

4, 5]. The goal of topology in physics is therefore to understand the number of

distinct, global arrangements of a physical system, and to use this understanding

to design devices which, as long as they remain in one of these arrangements, are

constrained to behave in a particular way.

In this work we discuss three aspects of the topological classi�cation of beams

of light. Such beams consist of oscillating electric �elds which are described at each

point by their phase, where in the cycle the �eld is, but also by their polarisation,

the range of directions in which the �eld points over a cycle. While the phase is a

crucial property in most topological descriptions of light, the polarisation is often

neglected. We focus particularly on the case where this polarisation varies around

the beam.

1



2 CHAPTER 1. INTRODUCTION AND MOTIVATION

The �rst phenomenon we examine, angular momentum of light, concerns beams

which are invariant under rotations. If the polarisation is constant, the electric

�eld can be described by a complex scalar function of time and space, representing

both the amplitude and the phase of the oscillation. Clearly for a scalar �eld the

phase must return to its original value upon traversing a closed loop around the

circumference of the beam. Hence, the number of windings in the phase is a �xed

topological invariant [6, 7]. If the polarisation is also allowed to vary, then the

�eld is a vector at each point. It may seem that the direction of the �eld should

also rotate by an integer multiple of 2π. However, the polarisation is de�ned by

an ellipse traced out by the vector �eld over one full oscillation. This ellipse is

invariant under a π rotation. Hence we can consider in-homogeneously polarised

beams, where the phase and polarisation can each rotate by a half-integer multiple

of 2π, returning the �eld to its original state. We propose a new form for the total

angular momentum which allows for the possibility of di�erent rates of rotation of

phase and polarisation.

The second subject is the iso-frequency surface of a crystal or metamaterial, par-

ticularly a hyperbolic metamaterial. It is known that when one dielectric constant of

such a material is negative, the iso-frequency surface (the surface of wave-vectors at

which light will propagate with a given frequency) undergoes a topological transition

from an ellipsoid to a hyperboloid [8, 9]. We extend this to the case of one negative

and two positive but unequal constants, and examine the intersections between the

hyperboloid and ellipsoid. We derive the ray description of conical refraction in

these materials and show that it is topologically and quantitatively distinct from

conical refraction in a conventional biaxial material. We also develop a wave optics

description, which allows us to obtain the di�raction patterns formed from arbi-

trary beams incident close to the optic axis. The resulting patterns lack circular

symmetry and hence are qualitatively di�erent from those obtained in conventional,

positive index materials.

The third subject, topological invariants in photonic crystals, is also based on

phase winding, this time around a closed loop not in real space, but in reciprocal,

or k-space [10]. Here the crystal wave-vector k characterises the solutions of the

wave equation in a periodic medium. We show that a new topological invariant,

associated with windings in both the phase and the polarisation, is necessary. This

invariant may lead to topologically protected edge states in photonic systems (i.e.

photonic topological insulators) which are immune to generic, polarisation altering,

scattering.

A more detailed outline of the thesis is given at the end of this chapter. In

the remainder of this chapter we give a general introduction and motivational com-

ments on two subjects. In section 1.2 we give a general introduction to the use of
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topology in condensed matter and in photonics. In section 1.3 we give an introduc-

tion to the phenomenon of conical refraction, which results in a beam whose phase

and polarisation both vary in space. Such a beam serves as a motivating exam-

ple throughout the work. Additional background material on angular momentum,

hyperbolic metamaterials, and the topological classi�cation of periodic materials is

given in the introduction to each individual chapter.

1.2 Topology and physics

1.2.1 General introduction

a) c)b)

Figure 1.1: The familiar topological invariant is the genus of a structure, which
counts the number of holes. The sphere a) is genus zero. b) A torus is genus one.
c) A more exotic surface with genus two.

Topology is the study of those properties of an object which do not change

when the object is smoothly deformed. Smooth deformations can be though of as

processes like stretching, twisting etc., but not processes like tearing and glueing.

Perhaps the most well-known topological property is the genus, or number of holes

an object has. For example a sphere has no holes. It has the same genus as any

other such shape; cylinder, cube etc. However a torus, or doughnut shape has one

hole, and so is topologically distinct. This concept is illustrated in Fig. 1.1.

Another, related, topological invariant is the phase winding number. Consider

a complex scalar �eld ψ(~x), i.e. a function which associates a complex number to

each point in space. If we travel around this space in a closed loop, we will arrive

back at the same point. However complex numbers are only de�ned up to a phase

of 2π, so eiδ = ei(2nπ+δ). Hence it is possible that over the course of the loop the

phase increases by some multiple of 2π. An example is shown in Fig. 1.2, in two

dimensions. Following a loop around the center, the phase increases by a total of

6π, going from red through all phases and back to red three times. We could stretch

or compress this phase gradient in di�erent parts of the plane, but there is no way

to remove the phase winding without introducing a discontinuity to the surface.
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-1.0 -0.5 0.0 0.5 1.0
-1.0

-0.5

0.0

0.5

1.0

x

y

Example phase of complex field

-π

-
π

2

π
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0

π

Figure 1.2: Example showing the phase (represented by colour) of a �eld with a
vortex. In this case the phase changes by a total of 6π around the center, so the
strength of the vortex is 3. Note the intensity must go to zero at the center of
the vortex, as there is no way to smoothly join up the phase in each direction.
Phase di�erences of 2π are irrelevant, so points which di�er by a multiple of 2π are
represented by the same colour.

Figure 1.3: Illustration of Gauss's law. The �ux at a particular point on the surface
is, in general, not easy to calculate. However, the total �ux through the surface is
a simple topological invariant, the number of monopoles enclosed by the surface.
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If we consider mathematical objects with additional structure, it may not be

easy to sort them into di�erent categories. Algebraic topology gives a link between

global topological descriptions and local, algebraic, ones. A familiar example from

physics is Gauss's law. Assuming quantisation of electric charge, the total charge

inside a closed surface is a topological invariant. It cannot change smoothly but

jumps by a �xed amount when a monopole crosses the surface. Gauss's law tells

us that this total charge is equal, up to a constant, to the integral of electric �ux

across the entire surface, ∫
~E · d ~A = Qenc/ε0 (1.1)

where ~E is the electric �eld, d ~A a surface element, and Qenc the total charge enclosed

by the surface. This is a useful example to keep in mind. Locally, the �ux through a

bit of surface depends on the charge distribution and may not be easy to calculate.

However, the total �ux is a �xed quantity, which cannot be changed by smooth

transformations either of the charge distribution, or the Gaussian surface. In the

following we will come across examples of complicated local expressions, whose

integrals are topological invariants. The local forms of the expressions depend on

the particular details of that system, but the invariants capture some simple �xed

property of the system as a whole.

1.2.2 Winding numbers, optical vortices, and topological

invariants

As we have seen above, surfaces in three dimensions can be characterised by the

number of holes. This concept is an important topological property of any space,

either real coordinate space or some con�guration space of a system. This property

is described mathematically by the homotopy group of the space [11]. This group

is obtained from the set of all possible closed loops by identifying two loops if one

can be smoothly deformed into the other. For example, any loop on the surface of a

sphere can be gradually contracted to a point. By contrast, a loop through the center

of a torus cannot be contracted in this way. It is the holes in the space which can

obstruct these smooth deformations and mean that not all loops are equivalent. This

is illustrated in Fig. 1.4 for the example of a sphere and a torus. For a topological

description of the space, the placement or size of the hole is irrelevant. What is

important is how objects in the space can be con�gured around it.

Consider a �eld whose phase varies with angle φ, for example as ψ ∝ eilφ with l

an integer. Such a �eld could describe a light wave or a quantum wave-function for

example. An example is shown in Fig. 1.2, with l = 3. If the �eld is continuous, then

the amplitude must go to zero at the origin where the angle φ, and hence the phase,

in not well-de�ned. This requirement for a point (or in higher dimensions a line or
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a) b)

Figure 1.4: The homotopy group, which describes how loops can be contracted,
gives a mathematical formulation of the concept of the number of holes in a space.
On a surface with no holes, such as the surface of a sphere, every loop can be
contracted to a point. On a more complicated surface such as a torus, loops around
the central hole cannot be contracted. The number of di�erent loops which cannot
be contracted into each other characterises the surface.

surface) of zero intensity changes the topological nature of the con�guration space

of the �eld. Although the intensity distribution and the phase can be varied around

the ring, there is no way to smoothly vary the total phase increase 2πl without

breaking the ring of non-zero intensity. This type of phase winding appears in the

creation of optical vortices which carry optical angular momentum [12, 13, 14, 15],

as well as the topological invariants which are required by phase windings in the

Brillouin zone in periodic crystals [10, 16]. In the latter case a gauge transformation,

a local rede�nition of the phase of the �eld and the vector potential, which are not

independently observable, can be used to move the singularity. However, on a global

level the topological charge, i.e. the total number of times the phase changes by 2π

around the singularity, is unchanged.

Optical vortices in real space can be created using di�raction optics or spatial

light modulators to imprint a 2πl phase shift around a beam [17, 18]. These vortices

can interact in interesting ways. For example a vortex of strength l can split when

perturbed into l independent vortices each with unit strength [19, 7]. Similarly two

vortices with equal and opposite windings can annihilate [20]. For three dimensional

scalar �elds it has been shown that the lines of zero intensity around which the

phase varies can loop around each other and form complex knots [21]. By varying

parameters of the �eld, these lines can split and recombine in a way which preserves

the direction and magnitude of the phase winding. For a collimated beam, these

three dimensional knots can be seen as point vortices in a transverse plane which

appear and annihilate in pairs, and circle around each other as they propagate [22].

When a coordinate or parameter is varied in a periodic way, more general phase

windings can occur. This is due to the geometry of the wave-function's dependence

on the parameters. This phase is known as the Berry phase [23]. The Berry phase

is present in addition to the phase due to time evolution. Consider a Hamilto-
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nian which depends on some set of parameters {λi} such that its eigenvalues and

eigenstates for given parameters are

H(λ) |n(λ)〉 = εn(λ) |n(λ)〉 . (1.2)

Then as ~λ is varied in time the states pick up both a dynamic and a geometric phase

given by [23]

|n(λ(t))〉 = eiγn(t)e−
i
~
∫ t
0 εn(λ(t′))dt′ |n(λ(0))〉 , (1.3)

γn(t) = i
∫ λ(t)

λ(0)
dλ 〈n(λ)| ∇λ |n(λ)〉 . (1.4)

This Berry phase γ can of course be included in the de�nition of the states |n(λ)〉,
but crucially this can only be done locally. If two di�erent paths through the space

of possible {λi} give di�erent phases, then the di�erence does not depend on the

choice of phase; it is gauge invariant. In particular the Berry phase picked up when

traversing a closed loop, if it is not zero, cannot be made zero by any consistent

choice of phases [23, 24].

In a periodic potential, the wave-functions which satisfy the Schrödinger equation

have the form of Bloch waves,

ψ~k(~r) = ei
~k·~run(~r), (1.5)

labelled by the crystal momentum k and a discrete band index n. Here un is a

periodic function with the same period as the potential. This is a general result of

translation symmetry, and so the electromagnetic modes of a periodic medium have

a similar form. As well as the band index n, which is an arbitrary label, each band

can be characterised by a topological integer invariant, the Chern number. The

Chern number, which is de�ned precisely below, is a topological number which is

similar to the simple count of the number of holes in an object. Intuitively, it counts

the number of times the phase of the energy eigenvectors increase by 2π around the

edge of the Brillouin zone.

In a periodic medium the Berry phase is a function of the reciprocal momentum
~k. The Berry connection gives the phase di�erence between two neighbouring points,

and the line integral of this connection gives the Berry phase;

An(~k) = i
〈
n(~k)

∣∣∣∇~k ∣∣∣n(~k)
〉
, (1.6)

γn =

∫
C

d~k · An(~k). (1.7)

Each band is then characterised by the integral of the connection around the edge

of the Brillouin zone which, by Stokes theorem, is equal to the integral of the curl

of that quantity across the surface of the Brillouin zone [25, 26]:

Cn =
1

4π

∮
∂BZ

An(~k) · d~k =
1

4π

∫
BZ

∇~k ×An(~k). (1.8)
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If the phase of the eigenstates
∣∣∣n(~k)

〉
can be chosen smoothly everywhere then

the Chern number will be zero. However, it may happen that this phase cannot

be smoothly de�ned at a number of discrete points. The Chern number simply

counts the sum of the phase windings around each of these points, which must be

an integer, just as the orbital angular momentum counts the phase winding around

the circumference of a beam in real space. A di�erent choice of gauge can move these

singularities, meaning that the integral around an arbitrary loop is not invariant,

but because the Brillouin zone is periodic moving the singularities has no e�ect and

the Chern number is gauge invariant.

An important example of such a topological characterisation of a physical system

is the TKNN invariant, named for Thouless, Kohmoto, Nightingale, and den Nijs,

of the quantum Hall e�ect [25], historically one of the �rst to be discovered in

condensed matter physics. This topological classi�cation explains the plateaus in

conductivity of a two-dimensional electron gas in a magnetic �eld as a result of an

invariant which is con�ned to be an integer, and so cannot change smoothly. Each

occupied band |uj〉 contributes an integer

nj =
i

2π

∫
d~k
(〈
∂kxuj

∣∣∂kyuj〉− 〈∂kyuj∣∣∂kxuj〉) (1.9)

to the quantised Hall conductance

σxy =
e2

~
∑
j

nj. (1.10)

Since each nj depends on an integral of the curvature of the states over the whole

Brillouin zone, it is a global, topological property of the wave-function.

1.2.3 Dimension and quantisation

Another signi�cant result of topological considerations which will be crucial to what

follows is their role in quantisation. This emerges in lower dimensional systems

where the geometry is not su�cient to impose quantisation, which arises instead

because of global topological requirements. (The dimension, which is often con-

sidered as a characterisation of a vector space, is itself more simply a topological

property [27].) The restriction to two, one and even zero dimensions has led to many

new phenomena in solid state physics [28, 29] and we will see that the paraxial re-

striction, from three-dimensional vector �elds to two dimensional �elds transverse

to the propagation direction of a beam of light, leads to new insights into angular

momentum.

In three dimensions, quantisation of angular momentum arises as a result of

commutation relations [
L̂i, L̂j

]
= i~εijkL̂k, (1.11)
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where L̂ is the quantum angular momentum operator r̂ × p̂. This relation leads to

quantisation by the standard textbook argument [30]. Starting with the eigenstates

of L̂z, considering the e�ect of the raising and lowering operators L̂± = L̂x ± iL̂y
shows that these eigenstates must be labelled by discrete integers. The commutation

relations are geometric constraints, applying equally to in�nitesimal as well as �nite

rotations.

In two dimensions, say for a particle constrained to move in the x-y plane, only

Lz is non-zero, and so there is no commutation relation to be obeyed. In this case

quantisation comes from the requirement that the �eld is single-valued,

ψ(φ+ 2π) = ψ(φ). (1.12)

Assuming that |ψ| is non-zero and that ψ is continuous then the phase must increase

by a multiple of 2π around a loop,

Arg(ψ(φ+ 2π))− Arg(ψ(φ)) = 2πl l ∈ Z. (1.13)

This restriction to integer l is therefore a global, topological property [31]. Accord-

ingly, the condition Eq. 1.12 does not restrict ψ locally. Since the quantisation arises

due to topology it is only sensitive to global properties of the space. The simplest

function which ful�ls the requirement in Eq. 1.12 is ψ ∝ eilφ.

The global nature of quantisation in two dimensions is the underpinning of the

Aharonov-Bohm e�ect, seen when electrons orbit a solenoid. For an ideal solenoid,

the magnetic �eld is zero outside of the central core. However, the vector potential

is non-zero, and when electrons complete a circuit of a solenoid they pick up a phase

proportional to the magnetic �ux,

∆φ =
eΦB

~
, (1.14)

where ΦB is the magnetic �ux through the solenoid [32]. The magnetic �ux punc-

tures the space, dividing paths into groups according to how many times they en-

circle it. When considering possible orbits of the solenoid, the space is equivalent to

a two dimensional plane with the origin removed, R2−{0}. Since every closed path

is characterised by an integer n, the number of times it winds around the solenoid,

the homotopy group of this space is the integers Z. This winding leads to a total

accumulated phase n∆φ. Since the real, observable, magnetic �eld is given by the

curl of the vector potential, we can add to this potential any function with zero curl.

In particular we can choose a function which cancels the original potential in any

region which does not fully enclose the solenoid. However, the overall phase gained

when the electron completes a closed loop is gauge invariant, meaning it cannot be

altered by such an addition.
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This accumulated phase has an interesting implication for the angular momen-

tum of two-dimensional particles [33]. In such a system, the restriction Eq. 1.12

will still hold if we demand single-valued wave-functions. However, according to the

principle of minimal coupling the magnetic potential must be added to the kinetic

momentum to obtain the canonical momentum

~p = ~pcan − q ~A. (1.15)

where q is the charge and ~A is the magnetic vector potential. Hence the angular

momentum, which generates rotations [34], is

Lz = (~r × ~p)z = −i~∂φ + qAφ. (1.16)

In the simplest single-valued gauge, Aφ = ΦB/2π. The total angular momentum in

units of ~ is l − (qΦ/2π~) which is non-integer. This is the most intriguing aspect

of angular momentum in two dimensions: the angular momentum of a particle is

not restricted to integer or half-integer values. A modi�ed spin-statistics theorem

holds, with interchanged particles picking up an arbitrary phase

|ψ1ψ2〉 = eiθ |ψ2ψ1〉 . (1.17)

Such a particle is known as an anyon [34], and obeys so-called "fractional statis-

tics", which reduce to Bose-Einstein or Fermi statistics when θ = 0, π, respectively.

For example in a strongly correlated electron gas con�ned to two dimensions, the

interaction of each electron with the magnetic �eld of all other electrons gives rise

to quasi-particles which obey fractional statistics. These have been observed in the

fractional quantum Hall e�ect [35, 36].

An intriguing alternative description is obtained by absorbing the phase picked

up upon orbiting the solenoid into a new boundary condition. To do this the mag-

netic potential can be removed globally by the transformation

~A→ ~A−∇ΦBφ

2π
, (1.18)

which does not a�ect the magnetic �eld ~B. However, this transformation is discon-

tinuous, for example across the negative x axis if we choose φ ∈ (−π, π). This leads

to a boundary condition on ψ,

ψ(φ+ 2π) = eiqΦBψ(φ) (1.19)

6= ψ(φ). (1.20)

The phase picked up upon orbiting the solenoid has been absorbed into a non-trivial

boundary conditions of the coordinate space [34]. This illustrates the connection be-

tween the angular momentum in two dimensions and the global topological structure

of the space.



1.2. TOPOLOGY AND PHYSICS 11

1.2.4 Topological invariants and edge states

One reason why the topological classi�cation of energy bands is important is the

bulk-boundary correspondence. For an insulator with a gap between two sets of

bands, the sum of the Chern number, given by Eq. 1.8 , for all bands below the band-

gap is a topological property which cannot be changed by smooth deformations [25].

When two such materials, with di�erent invariants, are placed in contact, there is

no way to smoothly interpolate between the two bandstructures at the boundary

without closing the bandgap. Hence the interface between two topologically non-

trivial insulators must have conducting states [3, 37, 38]. This relation between a

property of the bulk material and its edge states is an example of the bulk-boundary

correspondence: the behaviour at the interface between two materials is governed

by the topological properties of the bulk bandstructures of each material.

The bulk-boundary correspondence is also responsible for the quantised trans-

port in the quantum Hall e�ect [1, 39]. As remarked in section 1.2.2 there is an

integer invariant which characterises each energy band. When the Fermi surface lies

between these bands, the bulk material is insulating. However, when there is an

interface between such a material and another insulator with a di�erent topological

classi�cation, then there is no way to smoothly connect the bands across the inter-

face without closing the energy gap. This topological requirement leads to at least

one conducting state at the edge. The topological necessity of these states explains

the remarkable precision of quantum Hall measurements [1], even in the presence of

disorder and imperfections which are inevitable in any experiment.

1.2.5 Topological invariants in photonic systems

Topological invariants have been used to classify optical systems, both in real space

and reciprocal space. As discussed in section 1.2.2, optical vortices, which exist

when electromagnetic �elds contain phase windings in real space, have been the

subject of theoretical investigation [40, 41, 42]. They have also been used in many

applications. Some, such as optical spanners [43, 44], rely on the angular momentum

carried in such beams. However, others make use of the topological distinction

between di�erent vortices, for example to encode information [45, 46]. The discrete

nature of the winding number, and the link between topology and quantisation, has

also allowed researchers to explore a variety of fundamental quantum phenomena

such as entanglement [47], generalised Bell inequalities [48], and the uncertainty

principle [49].

Since the recent growth of interest in topological features of periodic condensed

matter systems, there have been several e�orts to transfer this theory to photonic

systems, as well as other bosonic systems such as cold atoms and polaritons. There
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are two main ways this has been achieved. The �rst is through a direct application of

the topological classi�cation of crystal band-structures to the energy bandstructure

of photonic systems, for example photonic crystals. The second, less direct, method

is to exploit analogies between electric �elds and quantum wave-functions, in par-

ticular the formal equivalence between the two dimensional Schrödinger equation

and the paraxial wave equation [50].

One distinction between fermions and bosons is the nature of the time-reversal

operator. This is important because two states can be topologically distinct as long

as a particular symmetry is present, but could be deformed into each other through

intermediate states which break that symmetry. We will explain in section 5.1, when

we discuss topological insulators in more detail, that for fermionic systems there is

a class of topological insulators which are protected by time-reversal symmetry. Be-

cause the time-reversal operator behaves di�erently for fermions than for bosons,

time-reversal invariant topological insulators cannot be directly implemented in pho-

tonic systems. Time-reversal symmetry can be explicitly broken, for example by

including a Faraday material. Such an approach has been shown to lead to topo-

logically non-trivial systems [51, 52]. More recently photonic topological insulators

have been proposed using metamaterials [53]. In this case the permittivity and per-

meability of the metamaterial are tuned to be equal, so the topological classi�cation

is protected by electric-magnetic duality rather than time-reversal symmetry.

For a beam of light which consists of rays with small angle to the beam axis,

we can make the paraxial approximation, which writes the beam as a plane wave

multiplied by a slowly varying envelope function. Under this approximation, the

three dimensional wave equation reduces to the paraxial Helmholtz equation

i
dE

dz
= − 1

2k
∇2
⊥E. (1.21)

This equation governs the propagation along the beam axis z of the transverse

�eld. In the case of light in a periodic medium which can be described as a set

of weakly coupled paraxial beams, for example a two-dimensional lattice of weakly

coupled wave-guides, it may not be necessary to explicitly break time dependence

symmetry. The role of time is played by the z coordinate, and z symmetry can be

broken by chirality. This has led to topologically protected edge states in a variety

of systems [54, 55, 56].

A more general approach consists of using arti�cial gauge �elds to break the

time-reversal symmetry. An arti�cial gauge �eld can arise by tuning the system so

that light picks up a non-zero-phase when it travels around a given loop. Such a

loop then acts as a plaquette threaded by an e�ective magnetic �ux. These systems

do not truly break time-reversal symmetry, but rely on the presence of only a single

polarisation or direction of propagation. Nevertheless, robust edge states have been

predicted and measured using this approach [57, 58, 59].
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These designs of topological materials without true time-reversal symmetry break-

ing rely on decoupling between the two polarisation states of light [38]. For example

arti�cial gauge �elds rely on a change of phase when light of a single polarisation

moves around a loop. By overall time-reversal symmetry the opposite polarisation

must pick up the same phase when traversing the loop in the opposite direction.

Scattering from one polarisation in to the other can therefore lead to losses. In gen-

eral scattering from arbitrary defects will not preserve polarisation, and such losses

will be inevitable [60], undermining the topological robustness of transport for a

single polarisation. Hence it is necessary to understand topological characterisation

of beams with inhomogeneous polarisation. This will be the subject of chapter 5.

1.3 Conical refraction

One of our main results is to extend the topological characterisation of optical

systems to include cases of inhomogeneous polarisation, i.e. where the ellipticity

or the angle of the polarisation varies around the beam, either in real space or in

k-space. The motivating example for this extension is the conically refracted beam,

which has a polarisation and phase which varies with the azimuthal angle around

the beam.

Conical refraction is a phenomenon which occurs in an anisotropic medium with

no rotational symmetry. In a general medium the electric �eld ~E and the electric

displacement �eld ~D are related by a tensor

~Di = εij ~Ej. (1.22)

Depending on the crystal symmetry εij, in a frame in which it is diagonal, can have

one, two, or three distinct entries, called the principal dielectric constants. A more

complete exploration of the resulting crystal optics is given in chapter 4, where we

include the possibility of one or more negative dielectric constants. For now we note

that for any direction of propagation in a medium, there are two refractive indices

given by the Fresnel equation [61]. Depending on εij these two indices may be

equal. For each direction these indices describe the propagation of two orthogonal

polarisations. If the two eigenvalues are not equal then the di�erent polarisations

experience di�erent refractive indices, an e�ect known as birefringence.

The solutions to the Fresnel equation describe the propagation of plane waves in

a particular direction in the crystal given by ~k/|k|. These solutions can be visualised
as surfaces in ~k-space of wave-vectors at which light of constant frequency can prop-

agate, i.e. ω(~k) = ω0. Alternatively since the frequency is linked to the magnitude

of the wave-vector through the refractive index |k| = nω/c ≡ nk0, these surfaces can

be interpreted as giving the magnitude of refractive index for any given direction
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Figure 1.5: Dispersion surface of light in a biaxial medium. This can be interpreted
as a constant frequency surface ω(~k) = ω0 or as a polar plot of the refractive
index n1,2 =

∣∣∣~k∣∣∣/k0 for di�erent directions in k-space. The two surfaces give the
refractive index for the two orthogonal polarisations. This picture shows that there
are four points (directions in k space) where the surfaces intersect, and it is along
these directions which conical refraction will occur. (a) Shows a cross section of
this surface in the kx-kz plane showing four linear intersections. Inset (b) shows a
close-up of the intersection in three dimensions.

of propagation. For a uniaxial material, with two equal dielectric constants, the

refractive indices describing each polarisation are equal in two speci�c directions

and the iso-frequency surfaces intersect quadratically in k-space. However, for a

biaxial crystal, with all three dielectric constants unequal, the surfaces intersect at

four points, with linear rather than quadratic intersections. These intersections are

shown in Fig. 1.5. It is in the direction of these intersections which beams undergo

conical refraction.

Conical refraction, �rst predicted by Hamilton and subsequently observed by

LLoyd in 1832, is an interesting phenomenon of singular optics. The normal to the

iso-frequency surface, which usually gives the direction of the Poynting vector asso-

ciated with each ray [61], is not well de�ned at the linear intersection point. The

only restriction on the direction of the Poynting vector is that it must be perpendic-

ular to the electric �eld ~E and the magnetic �eld ~H. Similarly ~D, ~B = µ0
~H, and ~k

are all orthogonal. As ~D takes di�erent values in the plane orthogonal to ~k, ~E will
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take values given by ε−1 ~D. The Poynting vector will take values perpendicular to ~E

and ~B, which lie along a cone skewed away from ~k. Thus a single ray of unpolarised

or circularly polarised light will be refracted into a cone. Polarisation singularities

of this type occur generically when the isotropic symmetry of vacuum is broken [62].

Although the main theory of conical refraction has long been established it re-

mains an active area of research. Conical refraction has been utilised for applications

such as optical trapping [63, 64, 65] and lasing [66]. Recently the conical refraction

of non-Gaussian beams has been explored experimentally [67, 68]. As we will de-

scribe in chapter 2, the conically refracted beam also has a unique optical angular

momentum distribution [69, 70].

1.3.1 Paraxial description of conical refraction

Since the conical di�raction beam will be used as the main example throughout this

work, as well as in the experimental measurements in chapter 3, we now present a

brief overview of the paraxial theory which describes such a beam. This treatment

follows Berry [71], although the original formulation of conical refraction is due to

Belskii and Khapalyuk [72, 73]. The solution of the paraxial wave equation in a

biaxial medium is given by the evolution along the beam axis, taken to be the z

axis, as a function of the orthogonal coordinates ~R = (x, y), of an initial electric

�eld. This initial �eld evolves under a paraxial Hamiltonian

~E(~R, z) = exp

{
−ik

∫ z

0

dz′H(~P , z′)

}
~E(~R, 0), (1.23)

where

H =
1

2
P 2 + AP

(
cos θp sin θp

sin θp − cos θp

)
, (1.24)

=
1

2
P 2 + A~P · ~σ. (1.25)

Here k0 is the vacuum wave-vector ω/c, A is a measure of the biaxiality, k = n2k0

where n2 is the median refractive index (i.e. n1 < n2 < n3, ni =
√
εi), P, θp are

circular coordinates of the relative transverse wave-vector ~P = (kx, ky)
T/k0, and

~σ = {σ3, σ1} is the two-dimensional vector of Pauli matrices in a Cartesian vector

basis. The unitary operator exp
{
−ik

∫
dzH

}
evolves the beam forward along the z

axis according to the paraxial wave equation,

− i∂
~E

∂z
= H ~E, (1.26)

in exactly the same way as a quantum wave-function evolves in time via a unitary

operator which satis�es the Schrödinger equation [50].
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If the incident beam is uniformly polarised, with polarisation Jones vector ê0,

and circularly symmetric, then Eq. 1.23 can be written as

~E(~R, z) =

[
B0(R,Z) +B1(R,Z)

(
cos θr sin θr

sin θr − cos θr

)]
ê0. (1.27)

The coe�cients B0 and B1 are integrals over Bessel beams given by

B0 = k
∫∞

0
dPPa(P ) exp(−ikZP 2/2) cos(kR0P )J0(kRP ), (1.28)

B1 = k
∫∞

0
dPPa(P ) exp(−ikZP 2/2) sin(kR0P )J1(kRP ), (1.29)

and a(P ) is the circularly symmetric Fourier transform of the incident �eld,

a(P ) = k

∫ ∞
0

dRRE0(R)J0(kRP ). (1.30)

Here for simplicity Z is a re-scaled z coordinate Z = l + (z − l)n2 where l is the

length of the crystal, and R0 = Al. Hence a uniformly polarised input beam is

converted into two components. The �rst retains the original polarisation and the

other, with a di�erent spatial distribution, has its polarisation altered in a position

dependent way.

1.3.2 Gaussian circularly polarised input beam

Of particular interest is the case of an incoming Gaussian beam with circular polar-

isation;

a(P ) = kw2 exp
(
−k2P 2w2/2

)
, (1.31)

d̂0 = (1,±i)T . (1.32)

As explained further in section 2.1.2, the Jones vectors (1,±i)T correspond to left

and right circularly polarised light respectively. In this case the matrix which ap-

pears in Eq. 1.27 both interchanges the circular polarisations and also adds a position

dependent phase (
cos θr sin θr

sin θr − cos θr

)(
1

±i

)
= e±iθ

(
1

∓i

)
. (1.33)

Hence the two polarisations from each term of Eq. 1.27 add with di�erent phases at

each point. Of particular importance is the focal image plane Z = 0, which would

be the virtual image plane of the entrance face of the crystal if it were isotropic with

the same average refractive index. In this plane the amplitudes B0 = B1, and so the

sum results in linear polarisation with an angle of polarisation which varies around

the beam. The beam intensity and polarisation is shown in Fig. 1.6. Figure 1.6(a)

and (c) show the intensity distribution of the beam in the focal image plane and
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Figure 1.6: Intensity and polarisation of conically refracted Gaussian beam. (a)
Intensity pro�le showing the double-ring structure in the focal image plane. (b)
Schematic illustration showing the linear polarisation and the instantaneous electric
�eld at a �xed time, around ring of the conically di�racted beam in the focal image
plane as shown in (a). (c) Propagation of beam from the focal image plane, where
it has a double ring structure, to the far-�eld where it is characterised by an on-axis
spike.
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under propagation along the z axis. Figure 1.6(b) shows the polarisation around

the beam in the focal image plane. The arrows show the instantaneous �eld at

a �xed time, illustrating the phase. The polarisation rotates by 180◦ around the

circumference of the beam.

1.4 Outline of thesis

In this thesis we consider the spatially varying phase and polarisation of beams like

those arising from conical refraction as the starting point for the investigation of

inhomogeneous polarisation in several di�erent contexts. This leads to extensions of

the theoretical description of angular momentum of light, hyperbolic metamaterials,

and topological invariants of photonic systems, in order to account for winding

polarisation as well as phase.

In chapters 2 and 3 we show that there is a new class of angular momentum oper-

ators, which we refer to as generalised angular momentum. Chapter 2 provides the

theoretical foundation of this generalised angular momentum. We derive the clas-

sical properties of this quantity and also obtain the associated quantum operator.

The angular momentum is shown to have an appropriate mechanical e�ect in sec-

tion 2.3. The quantum �uctuations in the angular momentum of both number and

coherent states carrying generalised angular momentum are derived in section 2.4.

In chapter 3 we report a series of experiments to measure the generalised an-

gular momentum, using a Mach-Zehnder interferometer which performs phase and

polarisation rotations on the light in one arm relative to the other. We describe

the experimental method in detail in section 3.4. We have measured the spin, or-

bital and generalised angular momentum current for various beams with the results

given in section 3.5. The shot noise in the angular momentum current, which reveals

the quantum of angular momentum, was also measured for spin, orbital and gen-

eralised angular momentum. The results, which show that the generalised angular

momentum in a coherent beam may be carried in half-integer multiples of Planck's

constant, appear in section 3.6.

In chapter 4 we extend the theory of conical di�raction to a new context, that of a

hyperbolic metamaterial with at least one negative dielectric constant. We describe

the topological change of the refractive index surface from ellipsoid to hyperboloid

in section 4.3, and derive both the geometrical optics description (in section 4.4) and

the full di�raction theory (in section 4.5) of light propagating close to an intersection

of that surface.

In chapter 5 we extend the topological classi�cation of photonic band-structures

to cases in which the polarisation varies with direction in k-space. We show in

section 5.2 that the usual Chern number de�ned for scalar �elds does not properly
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describe bands with varying polarisation as well as phase. In section 5.3 we show

that a non-Abelian gauge �eld describes these bands, and that there is an integer

topological invariant associated with this �eld. We derive simple formulas to cal-

culate this �eld and the invariant in the presence of polarisation coupling. Finally

in section 5.4 we illustrate these results by applying them to an example of a chiral

biaxial material.

Because di�erent chapters deal with various branches of optics, each chapter has

its own introduction to the background literature in that �eld. Outside of these

introduction sections the remaining work is original, except where cited.





Chapter 2

Generalised angular momentum

theory

2.1 Introduction

In this chapter we turn to the �rst of the three subjects which we deal with in this

thesis; angular momentum of light with inhomogeneous polarisation. This chapter

consists of a theoretical exploration of a new quantity, which we call the generalised

angular momentum. In chapter 3 we will turn to experimental measurements of the

classical mean and the quantum �uctuations of this quantity for varying beams of

light.

In general, the angular momentum carried by a beam of light can be decomposed

into two contributions. The �rst is spin angular momentum, due to the rotation of

the electric �eld vector at each point in space [74]. The second is the orbital angular

momentum [17], due to varying phase around the beam as a whole, leading to an

azimuthal component of the wave-vector. In three dimensions these two quantities

combine equally to form the total angular momentum [75].

E�ects due to the angular momentum of light have been studied since the �rst

measurements of the torque exerted by beams of polarised light, and versions of those

mechanical e�ects appear in experiments on optical trapping and manipulation [76].

Angular momentum e�ects are also emerging in the radio-frequency domain, for

applications in astronomy and communications [45]. Fundamental interest focuses

on the photon's angular momentum as a quantum-mechanical property [77]. The

angular momentum of single photons has been measured [78], and entanglement [41]

and EPR-like correlations [47] studied.

21
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Many of these applications use either the spin or the orbital angular momentum

independently, rather than the total angular momentum. This is possible because

most laboratory beams are composed of rays at small angles to the beam axis.

Such beams can be approximately described by the two dimensional �eld transverse

to the beam axis. In this case the spin and orbital angular momentum are both

physical [79, 42], and we can consider other quantities besides their sum.

If the electric �eld at a particular point in the beam does not have equal ampli-

tude in all directions, then the electric �eld vector traces out an ellipse as it rotates,

rather than a circle. The �eld is speci�ed by the phase at each point, but also by

the angle of the major axis of this ellipse. We will show that when this angle is

allowed to vary in space then there is a generalised angular momentum which de-

scribes such beams. This generalised angular momentum is a linear combination of

spin and orbital angular momentum with either integer or half-integer coe�cients.

Furthermore, the eigenvalues of this angular momentum can be half-integer as well

as integer, leading to a value of angular momentum per photon which is a fractional

multiple of Planck's constant. Fractional electronic charge and angular momentum

has previously been observed by demonstrating a reduced shot noise in an elec-

tronic current [80]. Our results open the way to experiments studying fractional

quantisation using photons in place of electrons [81, 82, 83, 84].

In the remainder of this introduction we describe the background theory behind

the angular momentum of light, and also describe the angular momentum distri-

bution in the conically refracted beam (see section 1.3), which will be used both

as an illustrative example, and as the source of the experimental beams used in

chapter 3. In section 2.2 we show that beams of light with inhomogeneous phase

and polarisation can be described by a generalised angular momentum which is a

linear combination of spin and orbital angular momentum. We consider some of the

basic properties of this quantity and show why it takes the form which it does. In

section 2.3 we show that this angular momentum could be measured by a suitable

interferometer. We also show that there is an analogue of a half-wave plate which

can convert the generalised angular momentum, and furthermore that such a device

experiences the appropriate torque when doing so. In section 2.4 we move on to con-

sider the quantum operator associated with the generalised angular momentum. In

section 2.5 we calculate the mean and the quantum �uctuations in both the orbital

and the generalised angular momentum current operators for a variety of states. We

show that the quantum of generalised angular momentum current can be obtained

by measuring the quantum noise in a coherent state. Finally in section 2.6 we show

how this angular momentum current is related to the output of the interferometer

considered in section 2.3 which will be used in the actual measurement.
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2.1.1 Angular momentum of light

The mechanical properties of light were �rst explored by Poynting, concentrating

on linear momentum. The Poynting vector [85] is the cross product of the electric

and magnetic �elds, and is proportional to the momentum density (momentum per

unit volume) of an arbitrary electromagnetic �eld

~P = ε0 ~E × ~B. (2.1)

This linear momentum density is conserved in any medium with translation invari-

ance, and can be measured in a variety of ways, for example by the pressure that a

beam of light exerts when re�ecting from an object [86].

In analogy to classical mechanics, we can de�ne an angular momentum density

which is simply the cross product of position with momentum. The total angular

momentum is then

~J =

∫
d3r ε0~r ×

[
~E × ~B

]
. (2.2)

This quantity is also conserved in a rotationally symmetric medium, and is known

as optical angular momentum [85, 87]. In the presence of charged matter Eq. 2.2

contains contributions from longitudinal �elds, i.e. electric �elds which are parallel

to the linear momentum density, at any point. These are due to the Coulomb

forces between particles, and can be grouped with the angular momentum of the

particles themselves. The contributions from the transverse �elds are characteristic

of propagating light [75]. In the following we will concentrate on the propagating

part, due to the transverse �elds, and ignore the possibility of free charges.

The magnetic �eld of a propagating wave can be described by a gauge dependent

magnetic potential ~A such that ~B = ∇ × ~A. Using the part of the vector poten-

tial which is transverse to the linear momentum at each point ~A⊥, which is gauge

invariant, and the transverse electric �eld ~E⊥, the total angular momentum can be

written suggestively as ~J = ~L+ ~S [88, 75] where

~S = ε0

∫
d3r ~E⊥ × ~A⊥, (2.3)

~L = ε0

∫
d3r ~E⊥ · (~r ×∇) ~A⊥, (2.4)

resemble a spin and orbital part. In particular the integrand in Eq. 2.3, which

represents the spin angular momentum density, does not depend on the choice of

coordinates while the integrand in Eq. 2.4 does, through the position vector ~r.

However, the orbital angular momentum obtained by integrating the density over

all space is an intrinsic property of the beam which does not depend on the choice

of origin [89].
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Although this interpretation in terms of spin and orbital angular momentum is

not without problems [75, 79], the spin angular momentum associated with circu-

lar polarisation has long been known. It was �rst demonstrated by Beth [90] by

measuring the torque produced by circularly polarised light on a wave-plate. The

polarisation of the light can be expressed in the basis of right and left circularly

polarised light. In each of these states the electric �eld vector rotates clockwise or

counter-clockwise as the beam propagates leading to an angular momentum of ~
or −~ per photon. This angular momentum is due to a rotating electric �eld, as

illustrated in Fig. 2.1(a).

Figure 2.1: Schematic illustration of the di�erence between spin and orbital angular
momentum of light. (a) Spin orbital angular momentum can be pictured as a rota-
tion of the vector polarisation in time, at each point in space. (b) Orbital angular
momentum, due to the changing phase around the beam, can be pictured as the
whole beam rotating about its centre. The intensity must be zero at the centre of
the beam, as the phase is not de�ned.

The orbital part of the angular momentum is associated with light beams whose

phase depends on the azimuthal angle around the beam. Vortices in waves such

as light were �rst identi�ed in 1987 [62]. The simplest example is a �eld which is

proportional to eilφ where l is an integer to ensure the �eld is single-valued [91]. The

wave vector then has an o�-axis component which spirals around the beam. This

can be pictured as rotation of the beam as a whole around its centre. Each photon

carries l~, an integer multiple of Planck's constant, of orbital angular momentum.

This type of angular momentum of light is illustrated schematically in Fig. 2.1(b).

The average angular momentum per photon, ±~ for circularly polarised light and
l~ for orbital angular momentum states, can be calculated classically as the angular

momentum per unit energy, multiplied by ~ω [92]. However, these considerations

carry through to quantum electrodynamics by noting that the electromagnetic �eld

can be quantised by expanding in any complete set of orthonormal modes. The usual

choice is plane waves inside a box, the volume of which is then taken to in�nity [93].

To study angular momentum a more convenient basis set is Laguerre-Gauss modes,
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each of which has a de�nite orbital and spin angular momentum. These have the

form [87];

ul,p(r, φ, z) = eilφfl,p(r, z), (2.5)

where l is an angular index, p a radial index which will be suppressed, and

fl,p(r, z) = Cple
−r2/w2

e−i(2p+|l|+1) atan(z/zr)(−1)p(r
√

2/w)|l|L|l|p (2r2/w2). (2.6)

Here Cpl, w, and zr are constants which characterise the beam and p and l are

integers. The Laguerre-Gauss modes are orthonormal when integrated over the

plane transverse to the beam axis,∫
d2r ul,p(~r⊥)ul′,p′(~r⊥) = (2π)2δl,l′δp,p′ , (2.7)

and complete, i.e. any transverse �eld can be expanded as a linear combination of

these modes [94].

The quantisation is done by expanding the �eld in these modes [95, 96],

~E =
∑
l,σ

al,σuleσ + a∗l,σu
∗
l eσ, (2.8)

with e±1 representing the right and left circular spin basis. The expansion coe�-

cients are then promoted to operators and commutation relations imposed (a process

known as canonical quantisation);

al,σ → âl,σ,[
âl,σ, â

†
l,σ′

]
= δll′δσσ′ .

(2.9)

This expansion can then be substituted into the classical expression for other quan-

tities. In particular, the angular momentum observables, which are now operators,

have a simple form;
L̂ =

∑
l~ a†l,σal,σ,

Ŝ =
∑

σ~ a†l,σal,σ,

Ĵ = L̂+ Ŝ.

(2.10)

This is just the number of photons in each mode, times the angular momentum of

that mode, summed over all modes [96]. We will return to the quantum optics of

angular momentum in section 2.4.

The interpretation of Eq. 2.2 as the sum of separate spin and orbital angular

momentum given by Eqs. 2.3 and 2.4 has been controversial. It has been found [79]

that the total orbital angular momentum can depend partly on polarisation, while

the spin angular momentum can also depend on the azimuthal phase. It has also

been shown that the quantum operators L̂ and Ŝ are not true angular momenta as

they do not retain the correct commutation relations [95].
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This is a consequence of expanding the �eld in a set of transverse modes. Rota-

tions that act on the �eld and not the coordinate basis, or vice versa, do not gener-

ally preserve this transversality. Hence only the combination L̂+ Ŝ corresponds to

angular momentum in three dimensions [95].

2.1.2 Angular momentum in two dimensions and the

paraxial approximation

To be more precise, the reason why ~L and ~S, and their corresponding quantum

operators L̂ and Ŝ, are not proper angular momenta, and the root of the di�culties

with this interpretation, is that they do not generate the correct algebra, so3. This

is the algebra of in�nitesimal rotations, which generate �nite rotations in three

dimensions, given by the group SO(3). This group can be represented by special

orthogonal 3 × 3 matrices and is non-Abelian. These full rotations of the three-

dimensional �eld would indeed preserve transversality. The structure of so3, encoded

in the commutation relations Eq. 1.11, leads to a particularly constraining form of

the spin-statistics theorem which classi�es particles as bosons with integer spin or

fermions with half-integer spin [97, 98].

The subject of angular momentum in two dimensions is considerably simpler. In

two dimensions the relevant group is SO(2) which is Abelian. This results in a trivial

algebra which Lz and Sz do obey. It also means that particles can have an arbitrary

quantum spin which need not be an integer or half-integer multiple of Planck's

constant. As described in section 1.2.3, a modi�ed form of the spin-statistics theorem

relates the phase when two particles are interchanged to the fractional angular

momentum. Particles with fractional angular momentum in two dimensions are

called anyons [33].

Although light in general is described by a three dimensional vector �eld, the

description of propagating beams can be simpli�ed by considering only rays which

propagate at small angles to the z-axis. The total �eld can be written as a plane

wave times a slowly varying envelope function,

~ETOT = Re
[
ei(kzz−ωt) ~E

]
, (2.11)

with kz = 2π/λ. The �eld is then described by a two dimensional complex vector,

e.g. ~E = (Ex, Ey)
T in a Cartesian basis. The Helmholtz wave equation ,(

∇2 − 1

c2

∂2

∂t2

)
~ETOT = 0, (2.12)

then leads to the paraxial wave equation(
∇2
⊥ + 2ikz

∂

∂z

)
~E = 0 (2.13)
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under the approximation that ∣∣∣∣∣∂2 ~E

∂z2

∣∣∣∣∣�
∣∣∣∣∣kz ∂ ~E∂z

∣∣∣∣∣, (2.14)

i.e. the envelope function varies slowly compared to the wavelength of the light.

The di�erential operator ∇2
⊥ = d2

x + d2
y is the transverse part of the Laplacian.

Equation 2.13 is equivalent to the two dimensional Schrödinger equation with the

beam axis coordinate z playing the role of time [50]. As with the Schrödinger

equation, in more complex systems with inhomogeneity, anisotropy, etc. we can

derive a paraxial equation similar to Eq. 2.13 but with more terms added to the

Laplacian operator which describes light in free space. We have already seen one

such example describing light in a biaxial medium in section 1.3.1.

The complex two-dimensional vector ~E, known as the Jones vector, encodes both

the phase and the polarisation of light. For example the circular polarisation states

are represented by

|L〉 =

(
1

i

)
, |R〉 =

(
1

−i

)
, (2.15)

which according to Eq. 2.11 gives

~ETOT =

(
cos(kzz − ωt)
± sin(kzz − ωt)

)
. (2.16)

This reduction to a two-dimensional transverse �eld simpli�es many of the prob-

lems with interpreting angular momentum in three dimensions. In particular the

quantum versions L̂z and Ŝz can be considered angular momenta, since they respect

the trivial algebra of so2. Secondly, in the paraxial picture there is a well de�ned

beam direction, and it is natural to consider the angular momentum current across

a plane perpendicular to this direction. This is de�ned as

M =

∫
d2r ε0

(
~r ×

[
~E × ~B

])
· êz, (2.17)

where the integral is over the x-y plane. This current has units of angular mo-

mentum per unit length along the beam axis. Because we are using the paraxial

approximation, the plane wave part of the �eld in Eq. 2.11 depends on the com-

bination z − ct, and it can be shown that the angular momentum per unit time is

simply given by cM [42].

It can be shown [92, 42] that in the paraxial approximation the angular momen-

tum currents can be written as

ML = Re

[
ε0c

2ω

∫
d2r ~E∗ ·

(
−i d
dφ

)
~E

]
, (2.18)

MS = Re

[
ε0c

2ω

∫
d2r ~E∗σ3

~E

]
, (2.19)
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where in Eq. 2.19 we write ~E in a circular polarisation basis. When M is written

as ML + MS the current separates into components which depend only on the

polarisation and the orbital structure of the beam respectively [42].

The total angular momentum current in a beam with a particular phase or

polarisation pro�le will depend on the total intensity of the beam. We can normalise

Eq. 2.19 by the total energy �ux to give the angular momentum per unit energy.

Furthermore, multiplying this quantity by ~ω gives the average angular momentum

per photon;

J = L+ S = Re
~
∫
d2r ~E∗ · (−idφ + σ3) ~E∫

d2r ~E∗ · ~E
. (2.20)

It should be kept in mind however, that despite the appearance of ~ this is a purely

classical result.

2.1.3 Operators and eigenfunctions

As the two-dimensional transverse �eld transforms under the Abelian rotation group

SO(2), we wish to explore the possible form of the total angular momentum operator

for photons in a paraxial beam of light, speci�ed by a two component complex vector

�eld ~E. We take circularly polarised states as our basis and use polar coordinates

(r, φ) across the beam. The angular momentum operators involve the in�nitesimal

generators of rotations that act on this �eld. They include [92] the third Pauli

matrix Sz = ~σ3, which rotates the polarisation direction homogeneously across the

beam, and the usual orbital form Lz = −i~I(d/dφ), which rotates the beam pro�le

but leaves polarisation unchanged (note σ3 is the equivalent in a circular polarisation

basis of σ2 in a Cartesian one).

To show that these are the operators which generate rotations, consider in�nites-

imal rotations of the �eld [92, 40]. The orbital operator follows from

~E(φ)→ ~E(φ+ δφ), (2.21)

≈ ~E + δφ
d ~E

dφ
, (2.22)

=

(
1 + δφ

d

dφ

)
~E, (2.23)

so that

L = −i d

dφ
. (2.24)

The spin operator follows on considering rotations of the polarisation vectors. In
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the Cartesian basis of linear polarisations, ~E = (Ex, Ey)
T , we have

~E →

(
cos(δφ) sin(δφ),

− sin(δφ) cos(δφ)

)
~E,

≈

(
1 δφ

−δφ 1

)
~E,

= (I + iδφσ2) ~E,

(2.25)

and the spin operator is the second Pauli matrix σ2. This becomes σ3 on transform-

ing to the basis of circular polarisations. The factor i is inserted to be consistent

with the usual convention relating elements of the group to the generators, i.e.

X = exp(ixδφ) ≈ (1 + ixδφ).

These operators, which form the Lie algebra of in�nitesimal rotations, generate

the Lie group of �nite rotations through exponentiation,

RL(φ0) = exp(iφ0L), (2.26)

RS(φ0) = exp(iφ0S). (2.27)

The operators L and S are exactly those which appear in the classical expressions

for the expectation value of angular momentum of a beam [92, 42] given by Eq. 2.19

M =
ε0c

2ω

∫
d2r ~E∗

[
−i d

dφ
+ σ3

]
~E

=
ε0c

2ω

∫
d2r ~E∗ [L+ S] ~E.

(2.28)

These expressions are identical to those which describe the expectation value of a

quantum operator, if we were to interpret the �eld E as a wave-function. This is

a consequence of the identical form of the paraxial wave equation Eq. 2.13 and the

two dimensional Schrödinger equation [50, 99]. However, at this stage they should

be interpreted as purely classical expressions. The inherently relativistic nature of

propagating light �elds means they cannot be treated in a �rst-quantised theory.

However, the operators are clearly linked to the full second quantised expres-

sions. Expanding the �eld in a complete set of eigenmodes of L and S, {Fl,σ},
and quantising leads to the quantum spin and orbital angular momentum opera-

tors [95, 96],
Ŝ =

∑
l,σ

â†l,σâl,σ 〈Fl,σ|S |Fl,σ〉 ,

L̂ =
∑
l,σ

â†l,σâl,σ 〈Fl,σ|L |Fl,σ〉 .
(2.29)

This process leads for example to Eq. 2.10 when the �elds F are Laguerre-Gauss

modes. Note that here L̂ and Ŝ act on the quantum state of the electromagnetic

�eld, while L and S act on the classical mode functions [100] (the Dirac kets are
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used to represent the �eld purely for ease of notation). In this representation each

photon contributes an exact amount of both spin and orbital angular momentum.

When the �eld is in an eigenmode of the operators then all photons will be in the

same angular momentum mode and so carry an exact amount l or σ of orbital or

spin angular momentum.

In this chapter we will frequently refer to beams which are symmetric under a

particular rotation. By this we mean that the beam is invariant up to a phase.

Conservation of an angular momentum corresponds not to a particular property of

the beam, but to the invariance of the medium to such a transformation. The reasons

for considering beams which are eigenstates of a particular angular momentum are

two-fold. Firstly, if a particular medium respects a symmetry, then eigenstates will

remain eigenstates as they propagate, while other states will be mixed. Thus, so long

as the states form a complete basis, the propagation of any beam can be described

by the propagation of its components in that basis, each of which simply picks up

a di�erent phase. We can also describe the e�ect of optical devices, etc. by their

e�ect on each eigenmode. Secondly, although invariance of the medium guarantees

the conservation of the classical expectation value, the photons in a beam which is

a mode of the operator will have an exact value of that quantity, while other beams

will consist of photons which are in a superposition of di�erent states, and so do

not have a well de�ned exact value. As the Laguerre-Gauss beams do for orbital

angular momentum, the eigenmodes of a particular angular momentum give us a

basis to explore the properties of that angular momentum both theoretically and

experimentally.

2.1.4 Angular momentum in a conically refracted beam.

The conically refracted beam described in chapter 1 has a unique angular momentum

distribution [71, 69]. Equation 1.27 shows that incoming light with circular polari-

sation (i.e. spin angular momentum) is converted into light with a combination of

spin and orbital angular momentum,(
1

±i

)
→ B0

(
1

±i

)
+B1e

±iφ

(
1

∓i

)
, (2.30)

or in terms of l and s

|l = 0, s = ±1〉 → B0 |l = 0, s = ±1〉+B1 |l = ±1, s = ∓1〉 , (2.31)

where B0 and B1 are given in Eq. 1.28. One component has the same spin angular

momentum as the incident beam while the other component has the opposite spin

angular momentum and also has orbital angular momentum l = ±1. Thus the

biaxial crystal acts as a partial spin to angular momentum converter.
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Figure 2.2: Spin, orbital and total angular momentum, per photon, of conically
refracted beam as function of crystal strength parameter ρ0. Note fractional values
are just average classical values due to beam being in a superposition of di�erent
states. Based on an identical �gure in [69].

The classical spin and angular momentum current of the conical beam can be

calculated using Eq. 2.20 as done in [69]. If the incoming beam has a spin angular

momentum Sinc, i.e. it is given by α |l = 0, s = 1〉+β |l = 0, s = −1〉 with α2−β2 =

Sinc, then the angular momentum per photon of the conical beam, after traversing

a crystal of biaxial strength ρ0 = Al, is

L = Sincρ0F (ρ0), (2.32)

S = Sinc [1− 2ρ0F (ρ0)] , (2.33)

where F (x) = exp(−x2)
∫ x

0
exp(t2)dt is the Dawson integral. The orbital, spin and

total angular momentum of the conical beam are plotted in Fig. 2.2 as a function

of the relative biaxiality ρ0 = Al/w, where w is the waist of the incoming Gaussian

beam.

2.2 Generalised angular momentum

2.2.1 Introduction to generalised angular momentum

As we have seen in section 2.1.1, in three dimensions the total angular momen-

tum is given by the equal sum of spin and orbital contributions, and these com-

ponents should not be considered independently. This identi�cation of the total



32 CHAPTER 2. GENERALISED ANGULAR MOMENTUM THEORY

angular momentum with the sum L + S appears to be inevitable, following from

the invariance of Maxwell's equations under arbitrary rotations [95, 87]. However,

experiments usually involve beams of light propagating in a particular direction,

so they are described well by the two-dimensional transverse �eld of the paraxial

approximation. The only potential symmetries (which determine the form of the

angular momentum operators according to Noether's theorem) are, in fact, rota-

tions of this two-dimensional cross-section around the propagation direction. This

restricted symmetry allows a more general form for the total angular momentum

along the beam.

a) b)

Figure 2.3: For a transverse vector �eld (in this case transverse to an axis coming
out of the page) we can perform two types of rotation. For an example �eld given
in a), these rotations are illustrated in b). We can rotate the intensity, for example
anti-clockwise by 90◦, so that the point where the �eld is largest moves from the
far right to the top of the image (shown in red). We can simultaneously rotate the
vector �eld at each point by an independent amount, for example clockwise by 45◦

(shown in blue).

This restriction allows us to consider the two types of rotation, of the image and

of the vector polarisation, separately. Because the �eld is always transverse to the

propagation direction, we can rotate it by any amount around this axis and it will

still be transverse. Similarly, we can rotate the intensity of the beam around this

axis without changing the direction of propagation. Not only can we consider either

of these two rotations independently, but we could also consider applying a rotation

of the intensity by some angle, followed by a rotation of the �eld by a di�erent angle,

as illustrated in Fig. 2.3. Since the rotations independently preserve the transverse

nature of the �eld, so too will the combined rotation.

These combined rotations also, by Noether's theorem, have a conserved quantity

associated with them. Because the rotation consists of separate rotations of inten-

sity and polarisation, the conserved quantity will be a sum of the conserved angular

momentum associated with each of these rotations. However, as we remarked previ-
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ously, the �eld still needs to be invariant under a total, 360◦, rotation. As we shall

see, this restriction limits the combinations of spin and orbital angular momentum

which are physically meaningful.

t

t

Figure 2.4: The electric �eld at each point traces out an ellipse as it oscillates (linear
and circular polarisation are both special cases of an ellipse). This ellipse returns
to itself when rotated by 180◦, leaving the instantaneous electric �eld at a di�erent
point in its cycle.

A beam of light is composed of an oscillating electric �eld at each point, and so

the polarisation is de�ned not just as a single direction that the electric �eld points

at a given instant, but be the ellipse that the �eld traces out over one cycle. Linear

polarisation and circular polarisation can both be viewed as the limiting cases of an

ellipse. Importantly, we only have to rotate an ellipse by 180◦ to return to the same

ellipse. Hence if we rotate the �eld by any multiple of 180◦, we will end up with the

same polarisation ellipse, and the �eld will simply be at a di�erent point within the

cycle around the ellipse. This is shown in Fig. 2.4. The polarisation ellipse must be

rotated twice in order for the �eld to return to its initial state.

The fact that the �eld only returns to its original position when the polarisation

ellipse has been rotated through two cycles is characteristic of fermions rather than

the bosonic photons which make up the beam. We show that by restricting to

the two-dimensional transverse �eld, the angular momentum of light can indeed

by half-integer, emulating the demonstration of fractional quantisation of electrons

discussed in the introduction. This is the �rst demonstration of half-integer angular

momentum of light. This demonstration has a fundamental e�ect on how we view

the relationship between quantum mechanics and paraxial optics. It also opens the

door for numerous applications in quantum computing and communication which

depend on the statistics of the particles used.

2.2.2 Generalised angular momentum: de�nition

From this point on we will be mainly concerned with these rotations around the z

axis, and will therefore drop the subscript and write S and L for Sz and Lz respec-

tively. Since these two angular momenta act independently on the two-dimensional
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transverse �eld, we are no longer restricted to considering the equal sum J = L+S.

We consider instead the possibility of a total angular momentum that is a more

general linear combination, Jγ = L+ γS. Such a quantity can be de�ned and mea-

sured for any beam, and for any value of γ. However, it is a physically meaningful

and useful quantity for beams which are invariant under the associated transforma-

tion, i.e. are eigenmodes of this operator, which will then be invariant under the

generated rotation up to an overall phase.

Writing the eigenvalue equation,

(L+ γS) ~E = jγ ~E, (2.34)

in matrix form in a circular polarisation basis(
−idφ + γ 0

0 −idφ − γ

)(
El

Er

)
= jγ

(
El

Er

)
, (2.35)

we �nd that the most general �eld which satis�es this equation is of the form

~E =

(
a1e

il1φ

a2e
il2φ

)
, (2.36)

where l1 = jγ − γ and l2 = jγ + γ. Here a1 and a2 are arbitrary coe�cients which

may also have some radial dependence. Since l2 = l1 + 2γ, the right circular mode

has l+ γs = l1 + γ while the left circular mode has l+ γs = l2− γ = l1 + γ. Solving

for γ and jγ, we �nd

γ = (l2 − l1) /2, (2.37)

jγ = (l2 + l1) /2. (2.38)

An eigen�eld of the generators is a �eld which is invariant under macroscopic rota-

tions up to a phase:

(L+ γS) ~E = jγ ~E,

⇒RL(φ0)Rs(γφ0) ~E = exp(ijγφ0) ~E.
(2.39)

They are also associated with the classical conserved quantity through Noether's

theorem: the quantity L + γS will be conserved in a medium which is invariant

under the rotation given by Eq. 2.39. The mode Eq. 2.36 is a superposition of

two components with de�nite spin and orbital angular momentum. However, taken

together the combination is not an eigenmode of spin or orbital angular momentum,

but only the combination L+ γS.

Although the eigenvalue equation is satis�ed for arbitrary l1 and l2, for the �eld

to be single-valued and continuous both l1 and l2 must be integers. Beams with

fractional average orbital angular momentum have previously been considered [101,
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102], with a phase that increases by a fraction of 2π around the beam before a step

discontinuity at some angle. Away from the discontinuity, such beams are locally

eigenstates of the orbital angular momentum operator d/dφ. However, the position

of the discontinuity destroys rotational symmetry, and on propagating these beams

split into integer vortices [101]. On demanding integer l, we �nd that γ and jγ are

either both integer, or both half-integer. The spectra of possible angular momentum

operators splits, into the traditional integer valued spectrum of the operators L, S,

and L+S, among others, and the fractional spectrum of operators such as L+S/2,

with half-integer eigenvalues. However, it is clear from Eq. 2.36 that these beams

are continuous and single-valued, and are eigenstates of L + γS at all points. At

this point the fractional eigenvalue is a purely classical e�ect. As we shall see later

however, the quantum operators associated with the classical angular momenta with

half-integer γ also have fractional angular momentum spectra.

2.2.3 Properties and discussion

Even at a classical level, the half-integer value of an angular momentum may seem

surprising. The orbital angular momentum and the spin angular momentum, when

considered separately, must have integer eigenvalues so that the �elds return to their

original con�guration after a 2π rotation. The reason that the eigenvalue Eq. 2.37

can be either half-integer or integer is because the angle of elliptical polarisation

is only de�ned up to a π rotation, rather than a 2π one. When the polarisation

ellipse is rotated by π the state is equivalent up to a phase. A scalar beam, when

rotated by 2π, must pick up a phase 2πn, with n an integer, to return to the same

value. However, a vector �eld will remain unchanged so long as a combination of

a polarisation rotation and a phase rotation return it to its former state. This can

be accomplished by an integer number of 2π rotations of the phase and an integer

number of 2π rotations of the polarisation ellipse. Alternatively a rotation of the

polarisation by an odd multiple of π accompanied by a rotation of the phase by

an odd multiple of π will also leave the �eld unchanged. Hence there is a series of

generalised angular momentum quantities L + γS which can be divided into two

discrete sets, 2γ = 2n, and 2γ = 2n + 1, n ∈ Z. This division will have important

consequences when we consider the spectrum of the associated quantum operators

in subsequent sections.

Figure 2.5 illustrates this distinction by showing the polarisation pro�les of sev-

eral linearly polarised ring beams which have either an integer of a half-integer num-

ber of rotations of the angle of polarisation around the ring. For example, Fig. 2.5(a)

shows a uniformly polarised beam. This can be described by a scalar �eld and must

have a 2πn phase shift around a complete loop. However, Fig. 2.5(b) shows the

conical beam pattern where the angle of polarisation rotates by 180◦ around the



36 CHAPTER 2. GENERALISED ANGULAR MOMENTUM THEORY

loop. Clearly if we transport a �eld around the beam, keeping the phase constant

while gradually altering the angle to keep it parallel to the local polarisation, we

would return to the starting point with the �eld pointing in the opposite direction

to the original �eld at that point. Hence it is necessary to have an nπ phase shift

with odd n to compensate for this rotation. In Fig. 2.5(c) for comparison, the angle

of polarisation rotates by 360◦, and so the phase must be constant, or have a 2nπ

phase shift to return to the original con�guration. Figure 2.5 (d) shows a further

example of rotation of the polarisation by 3π/2 around the beam.

(a) (b)

(c) (d)

Figure 2.5: Polarisation pro�les of beams with generalised angular momentum. (a)
No rotation of polarisation or phase, (b) π rotation of polarisation and π phase shift
(c) 2π rotation of polarisation and no phase change, (d) 3π/2 rotation of polarisation
and π phase change. These patterns illustrate that the polarisation may rotate by
an odd as well as an even multiple of π around a beam, as long as the phase changes
by a similar multiple.

The fractional o�set in the generalised angular momentum spectrum is analogous

to that of an electron orbiting a fractional quantum of magnetic �ux. For the

electron, the fractional o�set arises from the Aharonov-Bohm phase accumulated

over a complete orbit around the �ux line [34]. The fractional o�set for the photon

arises due to the position dependent polarisation direction. Thus adiabatic transport

around the beam involves a rotation of polarisation, introducing a Berry phase [23]

equal to the fractional o�set. This is most easily seen by considering the term A~p ·~σ
in the paraxial Hamiltonian Eq. 1.24. This can be combined with the p2/2 term to

rewrite the Hamiltonian as (~p + A~σ)2/2 − A2/2, equivalent to having a magnetic

vector potential in the Schrödinger equation which couples to spin.
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The �eld Eq. 2.36 is a general solution to the eigenvalue problem Eq. 2.34.

The values of the coe�cients a1,2 are arbitrary. However, when one or the other

is zero then the �eld is an eigenstate of both orbital and spin angular momentum

independently, and so is trivially an eigenstate of L+ γS for any γ. When a1,2 6= 0

then the �eld is in general elliptically polarised, and so is not an eigenstate of S. Let

the �eld be normalised so that the intensity is |a1|2+|a2|2 = 1. Then the polarisation

can be described by the Stokes parameters, Q, U , and V . The degree of circular

polarisation is |a1|2−|a2|2 which can vary from 1 for right circular polarisation to 0 for

linear polarisation and −1 for left circular polarisation. The horizontal polarisation

parameter is Q = 2|a1||a2| cos(∆ + 2γφ) while the diagonal polarisation parameter

is U = −2|a1||a2| sin(∆ + 2γφ), where ∆ = arg a1−arg a2. Hence the total degree of

linear polarisation is
√
Q2 + U2 = 2|a1||a2| which is 1 when |a1| = |a2| = 1/

√
2 and

0 when |a1| = 0 or |a2| = 0. Alternatively, the polarisation may be described by the

angle that the major axis of the polarisation ellipse makes with the horizontal which

is ∆/2 + γφ. Since γ may be integer or half-integer, this illustrates that around a

full circuit of a beam the polarisation can rotate by an integer multiple of π rather

than 2π.

Since the Laguerre-Gauss modes are also eigenstates of L+ γS for any γ, many

properties carry over directly. For example the Laguerre-Gauss modes are them-

selves a complete, orthonormal basis set of solutions to the paraxial wave equation

which are eigenstates of L+ γS, although there are also others which are not eigen-

states of L and S independently. Thus any paraxial beam can be written as the

sum of beams with de�nite jγ. The Laguerre-Gauss modes are an example of such

a basis, but others exist which are not eigenstates of L and S independently. The

basis can be chosen to be orthonormal in the sense that iγ 6= jγ ⇒ 〈iγ|jγ〉 = 0.

The converse is not true for the Laguerre-Gauss modes, 〈iγ|jγ〉 = 0 ; iγ 6= jγ.

The states |l = j − γ, s = 1〉 and |l = j + γ, s = −1〉 both have l + γs = j but are

orthogonal.

2.3 Generalised angular momentum: physical

e�ects and measurement

This formal identi�cation of Jγ ≡ L + γS as an optical angular momentum, i.e. as

a generator of a particular type of rotation, is reinforced by considering its practi-

cal consequences. Direct measurements of optical angular momentum at the single

photon level have been achieved by introducing rotations of the beam (image or po-

larisation) into one arm of a Mach-Zehnder interferometer [78], probing the angular

dependence of the �eld (see Fig. 2.6). Cascades of interferometers allow measure-

ments in subspaces of dimension d > 2. We have extended this scheme to measuring
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a generalised angular momentum, such as L+S/2, by rotating the polarisation by a

�xed fraction of the angle of rotation of the image at each stage. In the next chap-

ter we describe experimental measurement of the generalised angular momentum

of a particular beam using this method. First however, we want to show how the

generalised angular momentum in an arbitrary beam can be measured in general.

To see how we can use an interferometer to measure a generalised angular mo-

mentum in practice, consider for example a beam which is in one of two states

L+ S/2 = ±1/2, corresponding to

~E1/2 = (a1, a2e
iφ)T, (2.40)

~E−1/2 = (a1e
−iφ, a2)T, (2.41)

respectively, in a circular polarisation basis. This beam is incident on the input

beam-splitter of a Mach-Zehnder interferometer and split into two arms. The �eld

in one arm undergoes a phase o�set while the �eld in the other undergoes a rotation

of the spatial pro�le by an angle φ0 and of the polarisation by an angle φ0/2. This

rotation is represented by the operator, given by the exponentiation of the matrix

in Eq. 2.36,

U = exp

(
iφ0

(
−idφ + 1/2 0

0 −idφ − 1/2

))
. (2.42)

acting on the �elds Eq. 2.40 and 2.41.

The �elds ~E±1/2 are eigenmodes of U with eigenvalues e±iφ0/2. When the beam

in each arm is recombined at the second beam-splitter the resulting �eld is a sum of

the �eld from each arm. When the phase of each re�ection is included the resulting

�eld in each output port, which we label ~Ea,b, are

~Ea =
i

2

(
eiδ + U

)
~E±1/2 =

i

2

(
eiδ + e±iφ0/2

)
~E±1/2,

~Eb =
1

2

(
eiδ − U

)
~E±1/2 =

1

2

(
eiδ − e±iφ0/2

)
~E±1/2.

(2.43)

If we choose φ0 = π and δ = π/2 then it is easy to check that the resulting intensity

is Ia = 1, Ib = 0 if the input beam is ~E1/2 and Ia = 0, Ib = 1 if the input beam is
~E−1/2. Furthermore, if the input is αE1/2 + βE−1/2 then the output is

Ia = |α|2 (2.44)

Ib = |β|2. (2.45)

This is true since the �eld given by Eq. 2.43 is zero for one of the components at

either output. Hence the result does not rely on the orthogonality of E±1/2.

Note that if the value of the generalised angular momentum of the beam were

−3/2, 5/2, 9/2, . . . then the eigenvalue of the operator Eq. 2.42 would still be

ei(4n+1)π/2 = eiπ/2 and similarly if it were −5/2, 3/2, 7/2, . . . the eigenvalue would
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be e−iπ/2. Hence the beam can be split according to its projection onto a subspace

of the angular momentum space, modulo a range of two, and if it contains only

two components it can be �ltered completely. By an appropriate choice of δ and φ0

other projections are possible and so a cascade of interferometers can project each

component into smaller and smaller subspaces. Hence the interferometer acts as a

�lter, �lling the role for generalised angular momentum of a polarising beam-splitter,

or a polarisation detector, for spin angular momentum.

Figure 2.6: Illustration of optical sorting and manipulation of generalised angular
momentum states. (a) An interferometer can act as the equivalent of a polarising
beam-splitter. A rotation in one arm adds a phase to each angular momentum
eigenstate, leading to destructive or constructive interference in either output port.
(b) A combination of Dove prism, half-wave plate with �xed fast axis, and half-wave
plate with varying fast axis can act as a half-wave plate analogue for the generalised
angular momentum beam, sending |jγ〉 to |−jγ〉. The torque on this device is 2jγ~
per photon, illustrating the mechanical reality of the generalised angular momentum.
Two such devices which di�er by an angle α will perform a generalised rotation of
the beam by an angle 2α.

Another basic optical element, the half-wave plate also has an analogue for gener-

alised angular momentum. A half-wave plate introduces a π phase shift between two

orthogonal linear polarisations. Two half-wave plates with an angular o�set rotate

the polarisation by twice that angle, and hence can be used to measure spin angular

momentum [78]. By using mode converters consisting of cylindrical lenses [103], or

Dove prisms which re�ect incoming rays about a plane parallel to their base [104],

image and phase can be rotated extending the idea to orbital angular momentum. A

combination of Dove prism and polarisation optics can provide a suitable analogue

for the generalised angular momentum.

Consider the transmission of a beam through the composite optical element

shown in Fig. 2.6(b), comprising a polarisation preserving Dove prism, a half-wave

plate, and a half-wave plate with a position dependent fast axis. Such spatially

varying wave plates have been considered previously [105]. The polarisation e�ects

of Dove prisms and their compensation is described in section 3.4.2, but for now we



40 CHAPTER 2. GENERALISED ANGULAR MOMENTUM THEORY

assume the Dove prism re�ects the image with no e�ect on the polarisation.

The Dove prism sends φ→ −φ while the half-wave plates have a combined Jones

matrix (
0 e−2iγφ

e2iγφ 0

)(
0 1

1 0

)
=

(
e−2iγφ 0

0 e2iγφ

)
. (2.46)

This converts the original state(
a1e

il1φ

a2e
il2φ

)
DP→

(
a1e
−il1φ

a2e
−il2φ

)
HWPs→

(
a1e
−il2φ

a2e
−il1φ

)
≡

(
a1e

l′1φ

a2e
il′2φ

)
, (2.47)

where we have used γ = 1
2
(l2 − l1). Applying this sequence of transformations to

an eigenmode of Jz,γ we �nd that the resulting �eld is an eigenstate of L + γ′S

with γ′ = 1
2
(l′2 − l′1) = 1

2
(−l1 + l1) = γ. However, the eigenvalue j′γ = 1

2
(l′2 + l′1) =

1
2
(−l1 − l2) = −jγ is reversed.
If the device as a whole is rotated by an angle α then the re�ection from the

Dove prism sends φ → 2α − φ. The matrix form of the half-wave plate operator

Eq. 2.46 goes to

U(φ)→ R(α)U(φ− α)R(−α). (2.48)

Since the matrix is diagonal in a basis of circular polarisations the rotation matrix

R(α) has no e�ect. However, the angle is now measured from the new base at α, so

its elements become exp{±2iγ(φ− α)}. The result is(
a1e

il1φ

a2e
il2φ

)
DP→

(
a1e

il1(2α−φ)

a2e
il2(2α−φ)

)
HWPs→

(
a1e

i(l1+l2)α−il2φ

a2e
i(l1+l2)α−il1φ

)
= eijγα

(
a1e
−il2φ

a2e
−il1φ

)
,

(2.49)

adding an overall phase which is opposite for a jγ state and a −jγ state.
The composite element, thus, plays the role for Jγ that is played by a half-wave

plate for S and a Dove prism for L. As in those cases, the angle-dependent phase

factor introduced into each eigenstate means that a pair of elements rotate the beam

- here implementing the rotation corresponding to Jγ. As the generalised angular

momentum is a property of beams whose polarisation vary with angle, it is not

surprising that it requires in-homogeneous polarisation elements to act on them.

2.3.1 Mechanical e�ects: angular momentum and torque

The transfer of angular momentum described above results in a torque on the de-

vice, which will cause it to rotate if it is not �xed. This torque can be found by

conservation of energy, using an identical argument to that presented for orbital

angular momentum in [106]. As the device begins to spin, the rotational energy will

come from a Doppler shift of the light beam [106, 107]. If the device is spinning at
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a rate of Ω, then at time t it makes an angle Ωt, resulting in a phase shift of e2ijγΩt,

as in Eq. 2.49 with α = Ωt. This is equivalent to a Doppler shift

eiωt → eiωte2ijγΩt = ei(ω+2jγΩ)t (2.50)

or an energy shift

~ω → ~ (ω + 2jγΩ) . (2.51)

The torque is given by the dependence of energy on rotational velocity

τ =
dE

dΩ
= 2~jγ. (2.52)

The torque exerted on the composite element by each eigenmode, implied by the

rotational Doppler shift from the phase factor eijα, is 2~jγ per photon. Since the

mode goes from jγ to −jγ, the torque is equal to the rate of change of the generalised
angular momentum which therefore has an appropriate mechanical e�ect [108, 109].

2.4 Quantum �uctuations of angular momentum

2.4.1 Angular momentum operator

Having described the generalised angular momentum as a quantity associated with

classical electromagnetic �elds, we would now like to study quantum-mechanical

properties. In particular we would like to know how much generalised angular

momentum is carried by a single photon in a particular state, or more generally

be able to calculate how much of any particular angular momentum is carried by a

photon in any particular state. This can be done with some extension to the well

established quantum theory of spin and orbital angular momentum of light, which

was brie�y described in section 2.1.1. Here we go through the derivation of those

results more carefully and extend them to generalised angular momentum.

To study the quantum properties of beams with angular momentum, we must

�rst expand in a complete set of modes. As Jγ is a quantity of interest, we would like

to use a set of its eigenmodes. Although various choices are possible, the most conve-

nient choice is the set of Laguerre-Gauss modes (see Eq. 2.5) which are eigenmodes

of L and S individually as well as L + γS, allowing us to compute the properties

of these separate angular momentum operators using the same basis. After the

�eld is expanded in these modes the amplitudes can be quantised via the canonical

quantisation procedure.

In order to carry out this canonical quantisation we retrace the steps of the

classical derivation of angular momentum, keeping track of the coe�cients of the

basis modes. In the paraxial approximation an arbitrary vector potential in the
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Coulomb gauge can be written as [96]

~A(~r, t) =
∑
l,σ,p

∫ ∞
0

dω√
16π3ε0cω

[
~εσαl,σ,p(ω)e−iω(t−z/c)ul,p (~r⊥, z) + c.c

]
, (2.53)

where σ is the helicity, ~εσ is the polarisation vector in the x, y plane, α is an arbitrary

complex coe�cient, c.c. means complex conjugate, and ul,p(r⊥, z) are the Laguerre-

Gauss modes described in Eq. 2.5.

The electric and magnetic �elds can then be obtained from this potential. In

particular the electric �eld in the Coulomb gauge is ~E = −∂t ~A. Inserting this

expansion for the �eld into the expressions for angular momentum, Eqs. 2.4 and 2.3,

and again restricting ourselves to the z components, we �nd the angular momentum

is given in terms of the coe�cients αl,σ,p(ω) by

S = ε0

∫
V

d3r ~E⊥ × ~A⊥ =
∑
l,σ,p

∫
dω σ|αl,σ,p(ω)|2,

L = ε0

∫
V

d3r ~E⊥ ·
(
~r × ~∇

)
z

~A⊥ =
∑
l,σ,p

∫
dω l|αl,σ,p(ω)|2,

(2.54)

where in the second equation we use
(
~r × ~∇

)
z

= x∂y − y∂x = ∂φ. Hence the

generalised angular momentum is

L+ γS =
∑
l,σ,p

∫
dω (l + γσ)|αl,σ,p(ω)|2. (2.55)

To calculate the �ux of angular momentum we can use the results of Barnett [42]

and the expressions given in Eq. 2.19. Calculating the orbital part for example gives

ML =

∫∫
dω dω′

l

2π

√
ωω′

ω0

αl,σ,p(ω)α∗l,σ,p(ω
′)e−iω(t−z/c)eiω

′(t−z/c). (2.56)

This can be simpli�ed by de�ning the Fourier transform coe�cients

α̃l,σ,p(t) =
1√
2π

∫ ∞
−∞

dω αl,σ,p(ω)e−iωt. (2.57)

The angular momentum �ux can be rewritten

MS =
∑
l,σ,p

σ|α̃l,σ,p(t− z/c)|2, (2.58)

ML =
∑
l,σ,p

l|α̃l,σ,p(t− z/c)|2, (2.59)

and again as expected the �ux in the generalised angular momentum is simply

Mγ =
∑
l,σ,p

(l + γσ)|α̃l,σ,p(t− z/c)|2. (2.60)
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All these results can be quantised by promoting the coe�cients to operators,

either in the time or frequency domains, with canonical commutation relations.

αl,σ,p(ω)→
√
~ α̂l,σ,p(ω), (2.61)[

α̂l,σ,p(ω), α̂†l′,σ′,p′(ω
′)
]

= δσ,σ′δl,l′δp,p′δ(ω − ω′). (2.62)

The angular momentum can then be written by replacing the classical �elds with

operators and normal ordering. As the plane z = 0 is arbitrary, we replace t− z/c
with t for the sake of compactness and �nd

Ŝ =
∑
l,σ

~σ
∫
dω â†l,σ(ω)âl,σ(ω), (2.63)

L̂ =
∑
l,σ

~l
∫
dω â†l,σ(ω)âl,σ(ω), (2.64)

Ĵγ =
∑
l,σ

~(l + γσ)

∫
dω â†l,σ(ω)âl,σ(ω), (2.65)

for the angular momentum operators, and

MS(t) =
∑
l,σ

~σ â†l,σ(t)âl,σ(t), (2.66)

ML(t) =
∑
l,σ

~l â†l,σ(t)âl,σ(t), (2.67)

Mγ(t) =
∑
l,σ

~(l + γσ) â†l,σ(t)âl,σ(t), (2.68)

for the angular momentum �uxes.

The choice of Laguerre-Gauss modes has allowed us to simultaneously diago-

nalise the spin, orbital and generalised angular momentum operators as well as the

operators corresponding to the �ux of these quantities. Note that the currents are

functions of time while the total angular momentum operators are integrated over

frequency, or equivalently over the entire time/length of the beam.

2.4.2 Wavepacket states

Because of the commutation relation (2.62) the operator â†(t)â(t) has a dimension

of (time)−1 and represents the number of photons per unit time rather than the total

number. However, the states themselves, given by â†(t) |0〉 should be dimensionless.

We may also want to describe a state which varies in time, for example a single

photon whose emission has some probability distribution centred at a �xed time.

These states can be constructed by taking appropriate wavepackets. The process is

described in Loudon [110] and the results in this subsection are taken directly from
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there. We de�ne a wavepacket creation operator either in the time or frequency

domain by

â†ξ =

∫
dω ξ(ω)â†(ω) =

∫
dt ξ(t)â†(t), (2.69)

where ξ(ω) is an arbitrary function and ξ(t) is its Fourier transform. Any indices

carried by the operators â† such as l and s will carry over to the wavepacket state,

but for the sake of simplicity will be temporarily suppressed.

We can de�ne the corresponding number states

|nξ〉 = (n!)−1/2
(
â†ξ

)n
|0〉 . (2.70)

To ensure these are eigenstates of N̂ =
∫
dt â†â with eigenvalue n, i.e. the to-

tal number of photons over all time is n, we require the following normalisation

condition; ∫
dω |ξ(ω)|2 =

∫
dt |ξ(t)|2 = 1. (2.71)

The wavepacket operators have the following useful commutation relations;[
âξ, â

†
ξ

]
= 1, (2.72)[

â(t),
(
â†ξ

)n]
= nξ(t)

(
â†ξ

)n−1

. (2.73)

Note here that the operators in this theory will be functions of â(t) and â†(t) so

will be time dependent, while the states depend on wavepacket creation operators

which have already been integrated over all time. We will also need to evaluate

commutators of higher powers of âξ, at least in the vacuum state, using the relation

〈0|
[
ânξ ,
(
â†ξ

)m]
|0〉 = n!δm,n. (2.74)

Since the operators commute in pairs, if m 6= n there will always be an excess of

â†'s or â's to eliminate the vacuum 〈0| or |0〉. The result for m = n is easy to prove

by induction.

The coherent states are de�ned similarly,

|α〉 = exp
(
â†α − âα

)
, (2.75)

where âα is de�ned as in Eq. 2.69 with ξ(t) replaced with α(t). The reason for the

di�erent notation is that these functions have a di�erent normalisation.∫
dω |α(ω)|2 =

∫
dt |α(t)|2 = 〈n〉 , (2.76)

where 〈n〉 is the average total number of photons in the state. With this condition,

they are eigenstates of the annihilation operator,

â(t) |α〉 = α(t) |α〉 , (2.77)
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and similarly in the frequency domain. The commutation relation (2.73) is still

valid, but (2.72) must be replaced by[
âα, â

†
α

]
= 〈n〉 . (2.78)

When discrete indices, labelling the Laguerre-Gauss modes for example, are intro-

duced equations (2.78),(2.77) and (2.73) are valid when operators share the same

l and σ indices, while all operators where any of these indices are di�erent will

commute.

Note that one important case is a stationary beam from a laser with a single

mode at ω0. In this case we can write the functions as

α(ω) =
√

2πFeiθδ(ω − ω0), (2.79)

α(t) =
√
F exp(−iω0t+ iθ), (2.80)

where θ is the phase and F is the time independent mean photon �ux.

Reintroducing the angular momentum indices, we can now construct the states

which are superpositions of Laguerre-Gauss beams, but are eigenstates of Jγ. For

example the conical refraction beam can be modelled by a superposition of σ =

1, l = 0 and σ = −1, l = 1 modes,

â†1/2 →
1√
2

(
â†0,1 + â†1,−1

)
. (2.81)

The general creation operator is

â†jγ → c1â
†
jγ−γ,1 + c−1â

†
jγ+γ,−1, (2.82)

which is the creation operator for a state with L+ γS = j. With this superposition

we can construct the wavepacket operators as above,

â†ξ;j =

∫
dt ξ(t)â†j(t), (2.83)

where we assume both components have the same time dependence. These operators

can then be used to construct number and coherent states which describe photons

in a superposition of modes with exact l and s.

2.5 Calculation of quantum �uctuations

We can now calculate the expectation value and the quantum variance of both the

orbital and the generalised angular momentum, in beams which are in eigenstates

of one or the other of these quantities. By doing this we can gain insight into the

amounts of these angular momenta carried by each photon. In particular we will see
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that for a coherent beam the limiting quantum noise due to the discrete nature of

photons gives a direct way of measuring the angular momentum carried by a single

photon.

The states examined consist of the number states de�ned in Eq. 2.70 and the

coherent states de�ned in Eq. 2.75. These can be constructed using the creation

and annihilation operators for a single Laguerre-Gauss mode or for the superposition

given in Eq. 2.82. Operators such as Eq. 2.68 or their higher powers can be placed

between these states to calculate the moments of the angular momentum current

distribution. The commutation relations given in section 2.4.2 are used to evaluate

the current expectation values in terms of the time dependent photon current; which

is proportional to
∫

dt|ξ(t)|2 or
∫

dt|α(t)|2.
With a perfect detector the current would be in�nite when a photon is detected

and zero otherwise. More physically reasonable results are given by considering a

�nite response time. To model an imperfect detector we average the current over

some non-zero time T . Hence the operator which represents the measured current

is

M̂γ(t) =
1

T

∫ t+T

t

dt′
∑
l,σ

~(l + γS)â†l,σ(t′)âl,σ(t′), (2.84)

and similarly for ML and MS. This operator corresponds to the rate at which

photons carry generalised angular momentum through the plane z = 0 at a given

time t.

For each term in the sum over l and σ in Eq. 2.84, the operator âl,σ will commute

with the creation operators which create the number state or the coherent state and

annihilate the vacuum, unless the indices match. For example for a single photon

state we will have

âl,σ(t)(c1â
†
jγ−γ,1 + c−1â

†
jγ+γ,−1) |0〉 = ξ(t)(c1δσ,1δl,j−γ + c−1δσ,−1δl,j+γ) |0〉 , (2.85)

and similarly for higher powers. We also require the important result that the

coherent states are eigenvalues of the annihilation operators with matching indices.

âα;jγ = (c1â
†
jγ−γ,1 + c−1â

†
jγ+γ,−1), (2.86)

⇒ âl,σ(t) |α; jγ〉 = α(t) (c1δs,1δl,j−γ + c−1δs,−1δl,j+γ) |α; jγ〉 , (2.87)

where |α; jγ〉 = exp
(
â†α;j − âα;j

)
|0〉 is the coherent state generated with creation

operator given by Eq. 2.86 and wavepacket function α(t).

2.5.1 Orbital angular momentum: coherent states

Before moving on to the generalised angular momentum operator itself, we can

investigate the properties of the orbital angular momentum �ux when the beam
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consists either of pure orbital angular momentum states, or of combinations which

are eigenstates only of the generalised angular momentum. This will illustrate the

expected results for the case where the photon carries an exact quanta of some

observable and also serve as a point of comparison.

We start by considering a coherent state in a single mode â†q,s for comparison.

We �nd the mean,

〈ML〉 = 〈α|ML |α〉 =
1

T

∫ t+T

t

dt′ 〈α| ~qâ†q,s(t′)âq,s(t′) |α〉 (2.88)

=
~q
T

∫ t+T

t

dt′ |α(t′)|2, (2.89)

and the second moment,

〈
M2

L

〉
=

~2q2

T 2

∫ t+T

t

dt′
∫ t+T

t

dt′′ 〈α| â†q,s(t′)âq,s(t′)â†q,s(t′′)âq,s(t′′) |α〉 (2.90)

=
~2q2

T 2

[∫ t+T

t

dt′|α(t′)|2
]2

+
~2q2

T 2

[∫ t+T

t

dt′|α(t′)|2
]
, (2.91)

where we have used the fact that the coherent states are eigenstates of the an-

nihilation operator and the equal time commutator of the time dependent states

is [
âl,σ(t), â†l,σ(t′)

]
= δ(t− t′). (2.92)

Hence the noise power is proportional to the �ux and the proportionality constant

is the charge divided by the integration time.

(∆ML)2 =
~2q2

T 2

[∫ t+T

t

dt′|α(t′)|2
]

=
~q
T
〈ML〉 . (2.93)

This is a key feature of coherent states, and one which we shall use to measure the

generalised angular momentum of a single photon: the variance of the current of

some quantity is proportional to the quantum of the current carried by each particle,

times the mean of the current. In particular the Fano factor [111],

F ≡ ∆M2

〈M〉
=

~q
T
, (2.94)

gives the quantum of angular momentum divided by the detection time. In this case

each photon carries q~ of orbital angular momentum current. This noise due to the

discrete nature of the particles which carry the current is known as shot noise, and is

a lower bound on the noise when measuring a Poissonian process [112]. Because the

noise is proportional to the current, it provides a means of measuring the quantum

even at relatively high photon numbers, so long as other sources of noise can be

su�ciently suppressed. It is also worth noting that in this case the Fano factor does

not depend on the time-dependent wavepacket, in contrast to the number states as
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we will see below. As each event in a Poisson process is independent, there is no

di�erence in the relative noise when observing over a long or a short time scale.

For the coherent states with superposition of angular momentum the method is

similar. Because â1,0 and â−1,1 commute, the coherent state is an eigenstate of each

of the annihilation operators, with eigenvalue α(t)/
√

2. In addition because each

term in the sum in M is proportional to l, the l = 0 term does not contribute. The

results are as above with the substitution q → 1 and α(t)→ α(t)
√

2;

〈ML〉 =
~

2T

∫ t+T

t

dt′ |α(t′)|2, (2.95)

〈
M2

L

〉
=

~2

4T 2

[∫ t+T

t

dt′|α(t′)|2
]2

+
~2

2T 2

[∫ t+T

t

dt′|α(t′)|2
]
, (2.96)

(∆ML)2 =
~2

2T 2

[∫ t+T

t

dt′|α(t′)|2
]

=
~
T
〈ML〉 . (2.97)

In this case the average orbital angular momentum current is ~/2 per photon, but

the angular momentum is actually carried in units of ~, as the state consists of a

combination of l = 1 and l = 0. This is re�ected in the fact that the variance is ~/T
times the current.

However, the result Eq. 2.97 is due to the special nature of this example where

one component of the superposition has l = 0, so that all the current is carried by the

l = 1 component. For a general superposition of l = l1, l2, with equal amplitudes,

we �nd

〈ML〉 =
~(l1 + l2)

2T

∫ t+T

t

dt′ |α(t′)|2, (2.98)

〈
M2

L

〉
=

~2(l21 + l22)

4T 2

[∫ t+T

t

dt′|α(t′)|2
]2

+
~2(l21 + l22)

2T 2

[∫ t+T

t

dt′|α(t′)|2
]
, (2.99)

(∆ML)2 =
~2(l21 + l22)

2T 2

[∫ t+T

t

dt′|α(t′)|2
]

=
~
T

l21 + l22
l1 + l2

〈ML〉 . (2.100)

This is due to the fact that the current is no longer carried in constant amounts,

but in a mixture of two di�erent units. The noise is proportional to the total power

of the beam, but varying the components in the superposition will vary both the

mean of the current and the Fano factor.

2.5.2 Orbital angular momentum: number states

The number states are slightly more complicated. They are not eigenstates of the

operator â†â which appears in M̂ but only eigenstates of this operator integrated

over all time. However, Eq. 2.73 can be used together with â |0〉 = 0. We begin

again with a calculation of a state with de�nite angular momentum q.
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The average angular momentum current in this case is

〈ML〉 =
~q
n!T

∫ t+T

t

dt′ 〈0| ânξ â†q,s(t′)âq,s(t′)(a
†
ξ)
n |0〉 (2.101)

=
n~q
T

∫ t+T

t

dt′|ξ(t′)|2 (2.102)

=
n~q
T
I(t), (2.103)

where I(t) ≡
∫

dt′ξ(t′) is the fraction of the particles that arrive from t to t + T ,

and we have used Eqs. 2.73 and 2.74. As expected the average current is just the

number of particles that arrive in the detection time divided by that time, multiplied

by the angular momentum of each photon.

The variance is obtained by calculating〈
M2

L

〉
=

~2

n!T 2

∫ t+T

t

dt′
∫ t+T

t

dt′′q2 〈0| ânξ â
†
l,σ(t′)âl,σ(t′)â†l,σ(t′′)âl,σ(t′′)(a†ξ)

n |0〉

(2.104)

=
~2

n!T 2

∫ t+T

t

dt′
∫ t+T

t

dt′′q2 〈0| ânξ â
†
l,σ(t′)(â†l,σ(t′′)âl,σ(t′) + δ(t′ − t′′))×

× âl,σ(t′′)(a†ξ)
n |0〉

(2.105)

=
~2q2n(n− 1)

T 2
I(t)2 +

n~2q2

T 2
I(t), (2.106)

giving

∆M2 =
n~2q2

T 2
I(t)(1− I(t)). (2.107)

The Fano factor,

F =
~q
T

(1− I(t)) , (2.108)

is independent of the total number of photons but depends on the distribution of

the state in time through I(t). The only source of noise in this case is beam-splitter

noise from detecting only part of the beam. If all photons arrive in the detection

time T then I(t) = 1 and there is no uncertainty in the angular momentum current.

For the states which are a superposition of Laguerre-Gauss modes, we can use

the binomial expansion. The case for j = 1/2 with l = 1, s = −1 or l = 0, s = 1 will

serve as an example, for other values the calculation is identical. The states can be

written using the binomial expansion

|nξ〉 =
1√
n!

(
â†ξ

)n
|0〉 =

1√
2nn!

(
â†ξ 0,1 + â†ξ 1,−1

)n
|0〉 (2.109)

=
∑
k

1√
2nn!

(
n

k

)(
â†ξ 0,1

)n−k (
â†ξ 1,−1

)k
|0〉 . (2.110)
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The result is

〈ML〉 =
~

2nn!T

∫ t+T

t

dt′
∑
j,k

(
n

k

)(
j

k

)
〈0|
(
ân−jξ 0,1â

†n−k
ξ 0,1

)
âjξ 1,−1â

†
1,−1(t)â1,−1(t)â† kξ 1,−1 |0〉

(2.111)

=
~
T2n

∫ t+T

t

dt′ |ξ(t′)|2
∑
k

k

(
n

k

)
(2.112)

=
n~
2T

I(T ), (2.113)

where we have again used the appropriate commutation relations as well as the

identity Eq. 2.119 given below. Hence the expectation value of the current is the

expected number of photons which will arrive in that time, times the average angular

momentum per photon.

Now we calculate the variance in the angular momentum current. For simplicity

the ξ subscript can be dropped with the understanding that any â or â† which does

not depend on time is a wavepacket operator. A tedious but methodical application

of Eqs. 2.119 to 2.121 and the commutation relations leads to

〈
M2

L

〉
=

~2

2nn!T 2

∫ t+T

t

dt′
∫ t+T

t

dt′′
∑
j,k

(
n

k

)(
j

k

)
(2.114)

× 〈0|
(
ân−j0,1 â

†n−j
0,1

)
â† j1,−1â

†
1,−1(t′)

{
â†1,−1(t′′)â1,−1(t′) + δ(t′ − t′′)

}
â1,−1(t′′)â† k1,−1 |0〉

=
~2

2nT 2
I(t, T )2

∑
k

k(k − 1)

(
n

k

)
+

~2

2nT 2
I(t, T )

∑
k

k

(
n

k

)
(2.115)

=
~2n(n−)

4T 2
I(t, T )2 +

~2n

2T 2
I(t, T ). (2.116)

Combining these gives

(∆ML)2 =
n~
2T

I(t, T )

(
~
T
− ~

2T
I(t, T )

)
= 〈ML〉

~
T

(
1− 1

2
I(t, T )

)
. (2.117)

In this case there are two sources of noise. As before one source comes from the fact

that during the detection time only part of the beam may be measured. However,

even when I(t) = 1 there is another source which is a result of the measurement

projecting the superposition onto one of the two possible L values with equal prob-

ability. In this case the variance is

(∆ML)2 =
~

2T
〈ML〉 . (2.118)

Of course since this is a number state and not a coherent state, the quantum of

angular momentum cannot be inferred from the fractional prefactor.
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Note the following identities are used above:

n∑
k=0

(
n

k

)
= 2n, (2.119)

n∑
k=0

k

(
n

k

)
= n2n−1, (2.120)

n∑
k=0

k2

(
n

k

)
= n(n+ 1)2n−2. (2.121)

The calculation of the mean and the variance of the spin angular momentum for

various states is exactly the same, with s replacing l.

The results of this section have shown that for a number state the expectation

value of the current is just the average angular momentum per photon times the

average number of photons detected, as expected. The variance in the current is

zero when all photons are detected and each photon carries an exact amount of the

measured angular momentum. When the photon is not in an exact state additional

noise is created. This is essentially beam-splitter noise; as the angular momentum

is measured a projection is made onto one of the eigenstates with a 50 % chance

of measuring each value in the superposition. The results for coherent states from

section 2.5.1 are similar, with the average angular momentum current being simply

the average angular momentum per photon times the photon �ux. However, the

variance in this case is bounded from below by the current times the quantum of

angular momentum when the beam is in an exact eigenstate. We can therefore use

this noise to measure the quantum for a particular angular momentum. When the

beam is in a superposition additional beam-splitter noise is added as before. These

results will carry over to the generalised angular momentum operator. However, as

we shall see it is the states with exact value of jγ which minimise the variance, while

those with exact l or s introduce additional noise.

2.5.3 Generalised angular momentum: number states

We now move on to calculations of the generalised angular momentum operator.

As the calculations are similar to the above we will omit some details. In this case

we expect to �nd that the half-integer expectation value should be understood as

a property of a single photon, and not just as an average over photons in di�erent

states. Speci�cally we will show that for a coherent state with �xed generalised

angular momentum, the Fano factor is equal to the eigenvalue of generalised angular

momentum, jγ, times ~/T , and hence jγ~ is the quantum carried by each photon.

The properties of the generalised angular momentum in a number state can be

demonstrated by considering a single photon. The extension to arbitrary n is clear

by comparing to the results in section 2.5.2. For a single photon in a single mode
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|l, s〉 we �nd

〈Mγ〉 =
~
T
jγI(t), (2.122)〈

M2
γ

〉
=

~2

T 2
j2
γI(t), (2.123)

where jγ = l + γs. The variance is

∆M2
γ =

~2

T 2
j2
γI(t) (1− I(t)) =

~
T
jγ (1− I(t)) 〈Mγ〉 . (2.124)

Because the single Laguerre-Gauss modes are also eigenmodes of Jγ, no extra noise

is introduced by measuring this quantity. This is in contrast to the case discussed

in section 2.5.2 of measuring L for a state which is an eigenstate only of L+ γS.

We can also consider a single photon state given by

1√
2

(
a†ξ;0,1 + a†ξ;1,−1

)
|0〉 , (2.125)

a superposition of Laguerre-Gauss modes. The time dependent operators commute

with these creation operators unless the indices match:

al,σ(t′)
1√
2

(
a†ξ;0,1 + a†ξ;1,−1

)
|0〉 =

1√
2

(δl,0δs,1 + δl,1δs,−1) |0〉 . (2.126)

When multiplied by the adjoint, each term contributes (l + γs)/2 to the sum over

l and s. Since there are two terms and both have equal l + γs this gives the same

result as before;

〈Mγ〉 =
~
T
jγI(t), (2.127)〈

M2
γ

〉
=

~2

T 2
j2
γI(t), (2.128)

∆M2
γ =

~2

T 2
j2
γI(t) (1− I(t)) , (2.129)

where now jγ = 1/2 in this speci�c case, or more generally can be any integer or

half-integer.

Measuring the generalised angular momentum for a number state in either a

single mode, or a superposition with de�nite l+γs simply gives the average angular

momentum per photon times the average photon current. In addition this quantity

only has noise due to measuring some part of the beam. There is no noise intro-

duced from the choice to measure the generalised, rather than the orbital angular

momentum, and if the detection time is long enough to guarantee to detect the

photon then the variance of the measurement is zero.
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2.5.4 Generalised angular momentum: coherent states

To study the quantum of generalised angular momentum carried by each photon,

we calculate the noise of the angular momentum current in a coherent state. This

noise is bounded from below by the shot noise, and is experimentally more accessible

than measuring properties of a single photon number state.

For a coherent state in a single Laguerre-Gauss mode we �nd for the mean and

variance of the angular momentum current,

〈Mγ〉 =
~
T
jγ

∫ t+T

t

dt′ |α(t′)|2, (2.130)

∆M2
γ =

~jγ
T
〈Mγ〉 , (2.131)

respectively, i.e., shot noise with quantum ~jγ. Again, this is because a single

Laguerre-Gauss mode is also an eigenmode of L+ γS.

As the mean and variance of the generalised angular momentum is the main

focus of this chapter, we will calculate it for a more general state than |j = 1/2〉.
We consider a mode formed from an arbitrary superposition of Laguerre-Gauss

modes with amplitudes cq,s, and write âα =
∑

q,s cq,sâα;q,s. The operators alσ in the

angular momentum �ux commute with each component except the one for which

q = l and s = σ. Applying this to the expansion of the exponential which appears

in the de�nition of the coherent states we �nd

al,σ(t′) |α〉 = cl,σα(t′) |α〉 . (2.132)

With this relation evaluating the angular momentum �ux is possible. The mean is

given by

〈Mγ〉 =
~
T

∑
l,σ

∫ t+T

t

dt′(l + γσ) 〈α| a†l,σ(t′)al,σ(t′) |α〉 , (2.133)

=
∑
q,s

~
T

(q + γs)|cq,s|2
∫ t+T

t

dt′|α(t′)|2. (2.134)

Similarly the value of
〈
M2

γ

〉
is found to be

〈
M2

γ

〉
=

[∑
q,s

~
T

(q + γs)|cq,s|2
∫ t+T

t

dt′|α(t′)|2
]2

+ (2.135)

+
∑
q,s

~2

T 2
(q + γs)2|cq,s|2

∫ t+T

t

dt′|α(t′)|2. (2.136)

Hence we �nd that the normalised noise power of the general angular momentum

current M̂γ, in a coherent state of such a mode, is

Tσ2
γ∣∣∣〈M̂γ

〉∣∣∣ =
~
∑

(q + γs)2 |cq,s|2∣∣∑ (q + γs) |cq,s|2
∣∣ ≥ ~

2
. (2.137)
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The lower bound follows from applying triangle inequality to the denominator, and

noting that for every non-zero term in the sum q + γs ≥ 1/2.

L+S=1L=1

L+S/2=1/2

0.0
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Figure 2.7: Normalised noise power in the current of the generalised angular mo-
mentum L̂+γŜ as a function of γ for various input beams, in units of ~. The beams
are linearly polarised beams with l = 1, l + s = 1 and l + s/2 = 1 respectively.
The shot noise is bounded from below, with a minimum of ~ for integer angular
momentum. A lower limit ~/2 can be reached for the fractional generalised angu-
lar momentum. This limit is reached for a beam which is in an exact state of the
generalised angular momentum.

The Fano factor given by Eq. 2.137 is plotted in Fig. 2.7 for di�erent beams

as a function of γ. Note that this is the quantity which will be measured in the

following chapter to demonstrate fractional angular momentum through a reduced

bound in the shot noise. The beams considered are a generalised angular mo-

mentum eigenstate c1 |l = 0, s = 1〉 + c2 |l = 1, s = −1〉 with l + s/2 = 1/2, a lin-

early polarised orbital angular momentum state (l = 1, s = 1+ |l = 1, s = −1〉)/
√

2,

and a linearly polarised eigenstate of the total angular momentum (|l = 1, s = 1〉+
|l = 2, s = −2〉)/

√
2 with l + s = 1. The latter two states are chosen to be linearly

polarised so that they are not also eigenstates of generalised angular momentum.

The noise, Eq. 2.137, is minimised when the measured quantity corresponds to

the conserved quantity of the beam. In that limit it is shot noise, from which the
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quantum can be deduced. The operator Jγ has an eigenstate that is a sum of two

Laguerre-Gauss modes,

â = c1âj−γ,1 + c2âj+γ,−1. (2.138)

Substituting in this state the noise power is

Tσ2
γ∣∣∣〈M̂γ

〉∣∣∣ =
~j2

γ

(
|c2
l |+ |c2|2

)
|jγ|
(
|cl|2 + |c2|2

) (2.139)

= ~|jγ|. (2.140)

Adding an extra term to the superposition Eq. 2.138 which takes it out of the

subspace of constant jγ will lead to additional noise above this limit. Furthermore,

when γ is half-integer the minimum shot noise ~/2, achieved for beams with j = 1/2,

is one-half of that achieved by beams with conventional, integer angular momentum.

Note that when a beam only consists of components with jγ = 0 then Eq. 2.137

is not well de�ned. We do not consider these beams as they do not carry any of the

angular momentum of interest. However, beams can consist of a superposition of

components, some of which have jγ = 0 and Eq. 2.137 will still apply in the limit

that the amplitude of the other components approaches zero.

2.6 Quantum angular momentum operator and

interferometer

δ

U

v̂

â

â+

â-

Figure 2.8: Illustration of quantum operator formalism for interferometer. The input
state is described by the annihilation operator â while the other input contains the
vacuum state v̂. The output of the interferometer is described by the annihilation
operators at each output port, â+ and â−, which can be expressed in terms of the
input state in much the same way as a classical �eld.

Now that we have calculated the quantum properties of the generalised angular

momentum, we wish to return to the description of the interferometer given in
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section 2.3, to understand how the interferometer can be used to measure these

quantum properties alongside the classical value.

The calculation for a quantum �eld is similar to that described for the classical

�elds given in section 2.3. We use the input-output formalism to describe the e�ect

of each element [110]. This formalism relates the photon creation operators which

place a photon in the mode at one output of the interferometer and the creation

operators for a photon at the input of the interferometer. The two output ports

are labelled by + and −, and each â is also a vector of annihilation states for two

orthogonal polarisations, depending on the choice of basis.

Following the evolution through the interferometer as before, the operators rep-

resenting the quantum output from each port, labelled + and −, are

â+ =
i

2

(
eiδ + U

)
â,

â− =
1

2

(
eiδ − U

)
â,

(2.141)

where â represents the input �eld. A vacuum input state may also be included at

the �rst beam-splitter, but does not contribute to the expectation value of normal

ordered operators. The operator U encodes the e�ect of the Dove prisms and half-

wave plates, and acts on the spin and orbital angular momentum indices of â through

Ual,σ = eiφ(L̂+γŜ)al,σ = eiφ(l+γσ)al,σ (2.142)

in a similar way to the classical matrix used in Eq. 2.47.

Since the output of each port contains photons in an exact eigenstate, the angular

momentum current is just the sum of the photon current at each port times the

angular momentum of photons in that port. For an interferometer which separates

the states jγ = ±1/2 this is given by the operator M̂ = 1
2
â†+â+− 1

2
â†−â−. If the input

state is a superposition of modes with l + σ/2 = ±1/2 then this can be expressed

in terms of the components of â as

M̂ =
1

2
â†0,1â0,1 +

1

2
â†1,−1â1,−1 −

1

2
â†0,−1â0,−1 −

1

2
â†−1,1â−1,1 (2.143)

=
∑
l,σ

(l + σ/2) â†l,σâl,σ, (2.144)

when the sum is restricted to the �nite dimensional subspace in question. The op-

erator which describes the weighted sum of the interferometer outputs is therefore

equal to the generalised angular momentum operator in the �nite dimensional sub-

space which only contains these components. Hence its mean and higher moments

will all be identical, provided the input beam is contained wholly in that subspace.

This method can be extended to other operators, as well as to higher dimensional

subspaces, by using a cascade of interferometers and choosing the phase and rotation

angle of each one correctly [78].
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2.7 Conclusions

We have shown that for a paraxial beam of light the spin and orbital angular mo-

mentum can be combined not only into the conventional total angular momentum

J = L + S, but also into a more general angular momentum Jγ = L + γS where

γ is either integer or half-integer. Such an angular momentum is physically mean-

ingful. It has a complete set of eigenmodes which are conserved under propagation

in an isotropic medium. It can be �ltered, measured and converted from one value

to another with suitable optical elements, and produces the correct torque on the

optical elements which accomplish this conversion.

Furthermore, we have shown that this generalised angular momentum can have

half-integer as well as integer values per photon, not only on average, but for each

photon in a coherent state, as evidenced by the calculation of the Fano factor. In

the next chapter we will demonstrate this experimentally. This fractional angular

momentum may be useful for communications and quantum computation. It also

opens the way for experiments exploring fractional quantisation of light.

In this thesis, we considered beams close to the paraxial limit and have shown

how the independence of spin and orbital angular momenta allows for a new de�-

nition of total angular momentum. However, it has recently been shown that inde-

pendent spin and orbital angular momenta can be de�ned beyond this limit [113,

114, 115]. This immediately provides the nonparaxial generalization of the total

angular momentum component Jγ, on replacing the paraxial forms for spin and or-

bital angular momenta, assumed here, with the nonparaxial ones. The nonparaxial

spin and orbital angular momenta are independently conserved; hence, this would

be a conserved quantity as well. The nonparaxial angular momenta correspond to

modi�ed forms of the rotation operators, speci�cally the transverse parts of those

that rotate the �eld vectors (spin) and image (orbital) around the speci�ed axis.

The corresponding total angular momentum Jγ generates these modi�ed rotations

simultaneously, in a �xed ratio γ.





Chapter 3

Generalised angular momentum

experiments: Measuring classical

current and quantum noise.

3.1 Introduction

In the previous chapter we saw how a generalised angular momentum could replace

the conventional total angular momentum for a paraxial beam, and examined some

of the properties of this generalised angular momentum theoretically. In this chapter

we report a set of experiments which explore this generalised angular momentum.

We have created beams carrying varying amounts of this angular momentum using a

biaxial crystal. We have constructed an interferometer which can �lter these beams

according to their generalised angular momentum and so measure this quantity in

an arbitrary beam. A key feature of this theory is the half-integer spectrum of

the operator L + γS when we choose a half-integer coe�cient γ. In this chapter

we demonstrate experimentally this fractional angular momentum by measuring a

reduction in the quantum noise limit of the angular momentum current.

Previous experiments on orbital angular momentum in the quantum limit rely on

single photon detection [41], or merely measure a classical average at low intensities,

with an average of one photon in the detector at a time [78]. Rather than attempt

to prepare and detect single photon states, the quantum of angular momentum

carried by each particle can instead be read from the shot noise in the semi-classical

limit [112]. This quantum shot noise is an unavoidable result of the discrete jumps

in the current when a particle arrives, but can be measured from the statistical

59
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distribution of many particles. The noise is characterised by a white noise spectrum,

whose power spectral density is the product of the current and the size of the

quantum. Using this method we can measure the quantum of angular momentum

without using single photon sources or detectors.

This method mirrors the �rst direct observation of fractional charged quasi-

particles, which were proposed as an explanation for the fractional quantum Hall

e�ect [36]. The fractional charge shows up as a reduction in the quantum shot noise

of a current [80] generated by backscattering from a small constriction, in order

to create a Poisson distribution of charge carriers. Since photons in coherent laser

light are described by a Poisson distribution the number of photons per given time

interval should have a variance equal to the mean, i.e.

∆N2 = 〈N〉 . (3.1)

If each photon carries an amount q of some quantity the current will be

M = qN (3.2)

and so the current �uctuations are [112]

∆M2 = q 〈M〉 . (3.3)

Noise below this limit has been shown in the case of amplitude squeezing, at the

expense of additional phase noise [116, 117]. However, in this case we measure

a reduction in the shot noise limit of an angular momentum current carried by a

coherent beam of light, to con�rm a fractional unit of ~ per photon.

3.2 Angular momentum current and

interferometer

As described in Chapter 2, the generalised angular momentum of a beam of light can

be measured by extending the interferometric method proposed to measure the or-

bital, spin and total angular momentum [78]. Any angular momentum corresponds

to invariance, up to a phase, under some rotation of the vector �eld (polarisation)

and/or the image, possibly by di�erent amounts. It can therefore be measured

by performing such a rotation in one arm of a Mach-Zehnder interferometer, and

comparing with the phase of the unrotated beam in the other arm. (Other inter-

ferometers, such as the Michelson interferometer, are unsuitable as most rotation

optics will undo the rotation if the beam is re�ected back along the same path.) If

the beam is an eigenstate of the given rotation operator then the rotation results in

a �xed phase, and the phase delay between the two arms can be adjusted so that the
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beam interferes constructively in one of the output ports, and the beam with op-

posite handedness interferes destructively. The interferometer thus �lters the beam

according to the angular momentum, with a �nite number of interferometers nec-

essary to completely separate any beam with a �nite number of components. We

have already seen how such an interferometer can sort generalised angular momen-

tum states. Now we show how the shot noise of the angular momentum current can

be read experimentally from the current noise at the output of the interferometer,

before describing the experimental con�guration in section 3.4, and presenting the

results in sections 3.5 and 3.6.

3.2.1 Shot noise and interferometer output

To measure the mean and variance in the angular momentum current, we use the

interferometer as a generalised angular momentum detector, and read the mean and

variance in the photocurrent from the output. The angular momentum current is

M = jaIa + jbIb (3.4)

where Ia,b is the photocurrent from output port a, b measured in photons per second,

and ja,b is the generalised angular momentum per photon �ltered into that port.

The noise in the angular momentum current is then〈
M2
〉
− 〈M〉2 = j2

a

(
〈I2
a〉 − 〈Ia〉

2)+ j2
b

(
〈I2
b 〉 − 〈Ib〉

2)+ (3.5)

+jajb (〈IaIb〉+ 〈IbIa〉 − 2 〈Ia〉 〈Ib〉) (3.6)

= j2
aσ

2
a + j2

bσ
2
b . (3.7)

The cross terms cancel as for a coherent beam there is no correlation between the

outputs, i.e.

〈IaIb〉 = 〈Ia〉 〈Ib〉 . (3.8)

Hence the shot noise in the angular momentum current, characterising the size of

the quantum, can be found from the shot noise in the photocurrent at each output

port. The Fano factor, which was theoretically calculated in Chapter 2 with the

result given by Eq. 2.137, can thus be measured.

Note that in the theoretical derivations of the previous chapter we assumed that

the current could be measured in full. The detector used in the experiment, de-

scribed in section 3.4.3, has an imperfect quantum e�ciency, meaning some fraction

of the light will not be detected. This loss can be modelled as a perfect detector

with a beam-splitter in front of it which has a transmission η equal to the quantum

e�ciency. The detected angular momentum current is

~
T

∫ t+T

t

∑
j

jd̂†j(t
′)d̂j(t

′) (3.9)
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where d̂j =
√
ηâj + i

√
1− ηv̂ is the annihilation for a photon transmitted through

this imaginary beam-splitter.

Using this operator we can repeat the calculation for the shot noise in a coherent

beam performed in chapter 2. For a state with two di�erent values of j, which we

can measure with a single interferometer, we �nd

〈m〉 =
η~
T

(j1I1 + j2I2) , (3.10)〈
m2
〉

=
η2~2

T 2
(j1I1 + j2I2)2 +

η~2

T 2

(
j2

1I1 + j2
2I2

)
, (3.11)

σ2
m =

η~2

T 2

(
j2

1I1 + j2
2I2

)
. (3.12)

where j1,2 is the angular momentum carried by the �rst and second components and

I1,2 is the photon current in each component. The measured Fano factor

σ2
m

〈m〉
=

~
T

j2
1I1 + j2

2I2

j1I1 + j2I2

(3.13)

does not depend on η, and is just that expected from Eq. 2.137.

Equations 3.10 and 3.12 show that the measured current and the measured noise

are both decreased by a factor η. The overall e�ect is equivalent to reducing the

intensity of the beam. This is clear from the model we chose of a beam-splitter

followed by a perfect detector. Since all the optics are linear, this beam-splitter

could equally be placed before the interferometer, at the output of the laser. Since

the beam is coherent, the beam-splitter will not a�ect the statistics of the photons,

but simply decrease the overall intensity.

3.3 Varying generalised angular momentum in

input beam

To produce a range of input beams with varying orbital, spin and generalised angular

momentum, we use a biaxial crystal together with a range of polarisation optics.

The biaxial crystal acts as a partial spin to orbital angular momentum converter

as described in section 2.1.4. Consider a linearly polarised Gaussian beam passing

through a quarter-wave plate at an angle θ+ π/4 to the polarisation. The resulting

beam will vary between right circular, linear and left circular polarisation

~E = A1 |l = 0, s = 1〉+ A2 |l = 0, s = −1〉 (3.14)

with amplitudes
A1 = ei(θ+π/4) cos θ,

A2 = e−i(θ+π/4) sin θ.
(3.15)
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The circular basis states are transformed by the biaxial crystal into the half-

integer general angular momentum states

|l, s〉 = |0, 1〉 → 1√
2

(|1,−1〉+ |0, 1〉) ≡ |1/2〉 , (3.16)

|0,−1〉 → 1√
2

(|−1, 1〉+ |0,−1〉) ≡ |−1/2〉 . (3.17)

By varying the angle of the quarter-wave plate, we can vary the incoming beam

between the two states on the left-hand side of Eq. 3.16, and hence can vary the

output of the biaxial crystal between the states |1/2〉 and |−1/2〉 with coe�cients

given by Eq. 3.15.

These states can be used as the general angular momentum input states, or

alternatively a further selection by a circular analyser is possible. For example

selecting only the s = −1 states gives the integer orbital angular momentum states

|0, 1〉 → 1√
2
|1,−1〉 , (3.18)

|0,−1〉 → 1√
2
|0,−1〉 (3.19)

with l = 1, 0 respectively.

Experimental images of the orbital angular momentum components of the conical

beam are shown in Fig. 3.1 in the far-�eld, i.e. away from the focal image plane.

The Bessel-like beams are dominated by bright central lobes, so a high dynamic

range image was taken and the result plotted on a log scale. The beams consist of

many rings of rapidly dropping intensity. The l = 0 beam has a bright spike on axis

while the l = 1 beam has a zero of intensity corresponding to the phase singularity.

The orbital angular momentum of these beams has been measured previously [118].

Figure 3.2 shows a replication of these results. The distinctive fork in the wedge

interference pattern of the second Bessel beam, and the spiral colinear interference

pattern, con�rm that this beam has orbital angular momentum l = 1, while the

absence of these features in the �rst beam shows that this component carries l = 0.

3.4 Experimental details

3.4.1 Dove prisms

The image, i.e. the phase and the intensity of the beam, can be rotated by two

Dove prisms, each of which re�ects the beam about a di�erent axis, leading to a net

rotation. However, a regular Dove prism will convert linearly polarised light into

an angle-dependent elliptical polarisation which is not easy to compensate for [119].

Instead we designed and built two Dove prisms based on those reported in [78],

which have a �xed e�ect on the polarisation. The basic shape is shown in Fig. 3.3.
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Figure 3.1: High dynamic range logarithmic images of Bessel-like components of
conically refracted beam captured over a range of orders of magnitude. (a) l = 0
beam, (b) l = 1 beam and (c) superposition with j1/2 = 1/2. Intensity is plotted in
arbitrary units in logarithmic scale, with highest intensity normalised to 1.
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Intensity Wedge
interference

Colinear
interference

l=0

l=1

Figure 3.2: Interference patterns showing orbital angular momentum of the compo-
nents of the conically refracted beam. The l = 0 Bessel beam has an on-axis intense
spot. The wedge interference with a plane wave shows no fork dislocations. The
colinear interference pattern has no spirals. This con�rms that it is the l = 0 compo-
nent. Meanwhile the orthogonal polarisation has zero intensity on-axis, consistent
with a vortex carrying orbital angular momentum. The wedge interference shows
a distinctive forking with an extra fringe on one side of the centre. The colinear
interference shows a single spiral. All these con�rm this has l = 1 orbital angular
momentum.

An incoming ray parallel to the base of the prism undergoes three re�ections, leading

to an overall re�ection through a plane parallel to the base. The angle of incidence

of each re�ection is α, 2α− π/2 and α respectively, where α is the top angle of the

prism.

α

2α-π/2

α

α

Figure 3.3: Illustration of rays passing through a �xed polarisation Dove prism.
Orthogonal polarisations gain a di�erent phase on each re�ection. The angle of
incidence of each re�ection is proportional to the upper angle of the prism.
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Figure 3.4: Phase of the two orthogonal polarisations (black) and the di�erence
between them (red) due to three re�ections on passing through the Dove prism, as a
function of the angle of the prism. The greyed out region is where one of the angles
is less than the critical angle and so re�ection will not occur. The phase di�erence
is π/2 for an angle α = 74◦ for material used (crown glass with refractive index
n = 1.515).

At each re�ection the s and p polarisations have a di�erent phase on re�ection

due to the complex Fresnel coe�cients. This is shown in Fig. 3.4 for the speci�c ma-

terial we used, crown glass with refractive index n = 1.515. The di�erence between

the two phases is only zero when the angle is 90◦. Hence it is not possible to design

a prism using this geometry which has no e�ect on polarisation. However, the angle

α can be chosen so that the total phase di�erence between the two polarisations,

over the three re�ections, is π/2. Hence the Dove prism acts as a quarter-wave plate

with a fast axis perpendicular to the base. Its e�ect on the polarisation is thus �xed

and can easily be accommodated into the beam propagation or cancelled with a

quarter-wave plate with orthogonal fast axis.

3.4.2 Interferometer

The experiment was set up as shown in Fig. 3.5. Light from a Helium-Neon laser

with wavelength 633 nm is passed through a Glan-Thompson polariser, and then a

wavelength speci�c quarter-wave plate, which is mounted on a stepper motor rota-

tion stage, to create a combination of circular polarisations (see Eqs. 3.14 to 3.15).

This combination is passed through a biaxial crystal and lens (not shown) to create

a collimated conical beam with the focal image plane at in�nity. This beam contains
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a superposition of the |j = ±1/2〉 states. An optional circular analyser, consisting

of a quarter-wave plate and polariser, can also be inserted after the crystal to �lter

the integer orbital angular momentum components instead.

LP
QWP

BC

DP1
HWP1

HWP2

DP2

BS1

BS2

Piezo

To detector

Figure 3.5: Illustration of optical sorting of generalised angular momentum states.
An interferometer can act as the equivalent of a polarising beam-splitter. A relative
rotation between the two arms adds a phase to each angular momentum eigenstate,
leading to destructive or constructive interference in either output port. Initial beam
passes through a linear polariser (LP), a quarter-wave plate (QWP), and a biaxial
crystal (BC) to create a variable superposition of |j = ±1/2〉 states, before being
split by a beamsplitter (BS1) to enter two arms of a Mach-Zehnder interferometer.
The image is rotated by polarisation preserving Dove prisms (DP1) and (DP2) while
the polarisation is rotated by two half-wave plates (HWP1) and (HWP2). Two
mirrors on a piezo stage add a controllable phase delay. The beams are recombined
at a second beam-splitter (BS2) to form constructive or destructive interference

This input beam is then incident on a 50 % beam-splitter which separates it

into the two arms of a Mach-Zehnder interferometer. Due to space constraints, the

relative rotation is performed by placing a Dove prism in each arm, at 90◦, which

has the overall e�ect of rotating the image in one arm by 180◦ relative to the other.

This is followed in one arm by two half-wave plates at a 45◦ angle, rotating the

polarisation by 90◦. The top arm has a pair of mirrors, acting as a delay line, on a

piezo translation stage. This stage can be varied with a resolution ≈ 10 nm leading

to a resolution in the path length of 20 nm. There is a similar delay line element

in the second arm, on a manual translation stage, allowing for roughly equal path

lengths. (This is necessary as the conical beam has some spatial evolution along

the beam axis, and so the path lengths must be approximately equal for the beam

pro�les to overlap. The interferometer does not need to be at the zero order fringe.)

If we wish to measure only the orbital or spin angular momentum, we can remove

either the half-wave plates or the Dove prisms leaving either the polarisation or the

image invariant respectively.
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The two arms are recombined by a beam-splitter and the resulting intensity

exits the interferometer into one of two output ports. The output of one port is

imaged onto a CCD which is used for alignment. The output of the second port

is focused onto a photodiode which is used to measure both the intensity and the

noise in the photocurrent and hence the angular momentum current. The CCD

and photodiode characteristics are discussed in section 3.4.3. The interferometer

is aligned by choosing the input beam as one of the two components we wish to

�lter. The mirrors are adjusted until the wedge interference pattern disappears and

the beams are both fully overlapping and fully parallel. The piezo stage is then

adjusted until the input beam experiences the maximum constructive interference

at one of the outputs. The interferometer is now set up to �lter this component

and its orthogonal partner. The input beam can then be varied and the angular

momentum current, modulo the projection onto two orthogonal subspaces which

the interferometer makes, can be read o� as the sum of the photocurrent in each

output times the angular momentum per unit photocurrent of the component which

has been selected by that output.

Photographs of the exact setup are shown in Fig 3.6 with annotated laser beam

path and component labels.

At this stage it is worth including a detailed calculation of the �eld in the in-

terferometer for a particular setup, namely that to �lter the generalised angular

momentum L+S/2 into the components j = ±1/2 modulo an interval of 2 (so that

one output contains j = −1/2, 3/2, 7/2 . . . while the other contains j = 1/2, 5/2, . . ..

In particular we need to account for the quarter-wave action of the Dove prisms.

Consider an eigenstate |l, s〉 of orbital and spin angular momentum entering the

interferometer. In the top arm an ideal Dove prism sends φ to π − φ and hence

|l, s〉 → eilπ |−l, s〉. However, the Dove prism also creates a quarter-wave relative

phase delay which sends |R〉, with s = 1, to |D〉, linearly polarised diagonal to the

axis of the prism and |L〉, with s = −1, to |A〉, anti-diagonal polarisation. The two
half-wave plates at 45◦ act on the Jones vectors through the combined matrix

(
0 1

−1 0

)
(3.20)

which not only adds a phase as they would to circularly polarised light but also

re�ects the axis of polarisation

|D〉 → |A〉 , (3.21)

|A〉 → − |D〉 . (3.22)
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(a)

(b)

Figure 3.6: Photo of experimental setup with labels and indicated laser path. (a)
Wide view of experiment including input beam preparation, interferometer and
output ports. (b) Close-up of interferometer showing Dove prisms, wave-plates and
retro-re�ector stages. Labels are as explained in caption of Fig. 3.5.

The overall transformation from the elements in the top arm is thus

|l, 1〉 → eilπ |−l, A〉 (3.23)

|l,−1〉 → −eilπ |−l, D〉 . (3.24)

The light in the second arm undergoes a re�ection through an axis at 90◦ to the

original sending φ→ −φ so |l, s〉 → |−l, s〉, and an equivalent quarter-wave plate at

90◦ which sends |R〉 to |A〉 and |L〉 to |D〉. It also picks up a phase delay eiδ which

includes the controlled piezo stage delay as well as a constant o�set accounting for

any other relative phases between the two paths due to distance, re�ections etc.

The overall transformation for light which traverses this arm is

|l, 1〉 → eiδ |−l, A〉 (3.25)

|l,−1〉 → eiδ |−l, D〉 (3.26)
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Hence the recombined light at each output is linearly polarised in a direction

depending on the input polarisation. Since the two beam-splitters each split the

amplitude with a factor 1/
√

2, the beam at one output is proportional to the sum

of Eqs. 3.23 and 3.25

|l, 1〉 → 1
2
|−l, A〉

[
ei(lπ−δ) + 1

]
, (3.27)

|l,−1〉 → −1
2
|−l, D〉

[
ei(lπ−δ) − 1

]
. (3.28)

while the beam at the other output is identical, but with a δ which must di�er by

π due to the di�ering number of re�ections of each beam.

The sign di�erence between Eqs. 3.27 and 3.28 can be accounted for by writing

± 1 = ei(π/2∓π/2) = ei(π/2−σπ/2) (3.29)

and absorbing a phase π/2 by rede�ning δ. The overall transformation from the

input to one of the outputs is

|l, 1〉 → 1
2
|−l, A〉

[
ei(lπ−δ) + e−iσπ/2

]
, (3.30)

|l,−1〉 → 1
2
|−l, D〉

[
ei(lπ−δ) + e−iσπ/2

]
. (3.31)

Hence regardless of the �nal polarisation the intensity of the output is

|E|2 = cos2

(
1

2
([l + σ/2]π − δ)

)
. (3.32)

By choosing δ = π/2, we thus have full transmission when l+σ/2 = 1/2, 5/2, . . . and

full re�ection when l+σ/2 = −1/2, 3/2, . . .. The fractional eigenstates consist of two

components |l, 1〉 and |l + 1,−1〉 which are orthogonal, and hence pass through the

interferometer independently. Hence at the output both components of j = 1/2 are

transmitted and both components of j = −1/2 are re�ected. Choosing δ = −π/2
reverses this selection.

3.4.3 CCD and photodiode

The results presented in this chapter were measured using two devices, a CCD and

a photodiode. The photodiode, a Thorlabs DET10A silicon photodiode, was chosen

due to its large bandwidth, allowing a range of frequencies to be measured, and

its low noise equivalent power, meaning it should be possible to distinguish the

small shot noise from the background dark noise. The rise time is 9 ns allowing

high frequency measurement. The silicon material allows a large response over the

visible range with a responsivity at 633 nm of 0.39 A W−1 corresponding to a high

quantum e�ciency of 0.77.
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Figure 3.7: Scaling of the intensity measured by the CCD and the photodiode as
a function of optical density on a log scale. Both measurements show power law
scaling with power γ given by the negative of the slope. The CCD is not linear but
the photodiode is to a high degree.

The photodiode is operated under a reverse bias of 10 V. This bias increases

the width of the depletion region of the diode, thereby decreasing the junction

capacitance and increasing the bandwidth.

The photodiode is the main source of quantitative measurements in this sec-

tion. However, a 640× 480 pixel colour CCD was also used for imaging the output

beam. The linearity of the CCD and photodiode was measured by shining laser light

through a series of neutral density �lters of known optical density, with the intensity

of the CCD image extracted by simply summing the value of all pixels. The results

are plotted on a log scale in Fig. 3.7. Since the intensity is I = I010−OD, the mea-

sured intensity, with a non-linear response to the power γ, will be Iγ = (I0)γ10−γOD.

Hence the negative of the slope of each line gives γ. The slope shows that the re-

sponse of the CCD is proportional to ≈ I3 while the photodiode is linear to a good

approximation.

3.4.4 Ampli�er design

The signal from the photodiode consists of a DC current, proportional to the in-

tensity of the light, and an AC current which contains the shot noise component,

as well as classical noise in the light and electronic noise from the photodiode. Be-

cause the photodiode acts as a current source, and because the shot noise is small,
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an ampli�er is necessary to convert the incoming current to a voltage which could

be read on an oscilloscope or spectrum analyser.

Figure 3.8: Schematic of the electronic equivalent circuit of the photodiode and the
designed transimpedance ampli�er with AC and DC output to oscilloscope.

For design purposes, the photodiode was taken to be an ideal current source in

parallel with a �xed junction capacitance and a large shunt resistance. The designed

transimpedance ampli�er, shown in Fig. 3.8, converts the current to a voltage large

enough to measure. This ampli�er consists of two parts, an op-amp with feedback

to convert the current to a voltage and an additional RC circuit to split the signal

into AC and DC parts which can again be measured separately. The input from

the photodiode is connected to the inverting input of the op-amp, with a 5.1 kΩ

feedback resistor and a 1 pF feedback capacitor to smooth the response.

The output from the op-amp is split into two parts. The DC signal is measured

across the second of two 10 kΩ resistors in series, with a 10 nF capacitor in parallel

with the second one. This allows any AC signal a path to ground while also ensuring

that any noise introduced by the measuring device does not couple back to the AC

branch. The AC signal meanwhile is passed through a 1 µF capacitor and a 50 Ω

resistor in series. This �lters any remaining DC signal and matches the impedance

to a 50 Ω input. The 50 Ω termination leads to a nominal transimpedance of 2550 Ω.

This setup allows the DC and AC signals to be measured separately, for example on

a multimeter and a spectrum analyser. In the experiment presented here however,

both signals were measured on di�erent channels of a digital oscilloscope. The AC

signal was terminated by a 50 Ω resistor to match the output impedance of the

ampli�er.

The ampli�er was simulated using LTSpice, a freeware spice simulator for elec-

tronic circuit design [120]. Figure 3.9(a) shows the result of a small signal AC analy-

sis for the transimpedance ampli�er. This shows that the transimpedance is 2550 Ω

over a large range of frequencies. The AC output has a band-pass behaviour with

3 dB points at approximately 1.6 kHz and 22.4 MHz allowing ampli�cation of a broad

spectrum. Fig. 3.9(b) shows the predicted electronic noise from the transimpedance

ampli�er over the same range. The noise is a constant 4.8 nV/
√
Hz below a few MHz

before rising at higher frequencies, as expected for a transimpedance ampli�er.
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Figure 3.9: (a) Transimpedance gain as a function of frequency for AC signals
showing constant transimpedance of 2550 Ω over a large bandwidth. (b) Predicted
noise from transimpedance ampli�er as a function of frequency, which is constant
below ∼ 10 MHz. The dashed line is at 3 MHz where the experiment was performed,
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Figure 3.10: Measured background noise of transimpedance ampli�er. The noise
shows the transimpedance peak at ∼ 10 MHz before falling due to �ltering at higher
frequencies. There is also electronic noise at low frequencies. However, there is a
range of low noise over the range of 2 to 8 MHz.
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The measured background noise from the transimpedance ampli�er is shown in

Fig. 3.10. Although it is higher than predicted it is within the same range of several

nanovolts per root hertz. Above ≈ 5 MHz the noise rises as expected resulting in

the transimpedance peak. However, due to additional �ltering of higher frequencies

in the circuit the noise rolls o� above ≈ 20 MHz. There is a level, reasonably low

noise �oor of ≈ 25 nV/
√
Hz around 3 MHz where we measure the spectrum.

3.4.5 Measuring shot noise

The shot noise was measured by taking a time series of voltages from the output of

the ampli�er, and performing a fast Fourier transform to convert to a spectrum, or

periodogram. This spectrum contains several di�erent contributions. We wish to

measure the quantum shot noise, the unavoidable noise due to the discrete quanta

carried by each photon. Most of the power of the spectrum comes from classical

noise. This is from a variety of sources, predominantly the power supply of the

laser. This is mainly found in certain regions of the spectrum, in our case usually

< 1 MHz, so it can be avoided by measuring at a higher frequency. In addition

this also eliminates other classical so-called pink or 1/f noise, which is inversely

proportional to frequency. There can also be isolated noise features from the laser

at higher frequencies, so a band must be chosen that is relatively noise free on

a case by case basis. The noise spectrum of the He-Ne laser used is shown in

Fig 3.11 showing the large peaks at low frequency followed by a constant, frequency

independent spectrum at the quantum noise limit.

After the light is detected from the photodiode, there is an additional input of

noise, the dark noise of the photodiode. This is noise generated by the internal circuit

of the photodiode, and is present even when there is no incident light. However, for

optical powers of a few milliwatts this is not signi�cant. Finally the current from the

photodiode is passed through the transimpedance ampli�er. This ampli�es all the

previous noise, so the shot noise must be the largest part before this stage. However,

it also adds additional ampli�er noise, as discussed previously. Comparing Figs. 3.10

and 3.11, we see that there is a range between the low frequency classical noise in

the laser spectrum and the transimpedance peak in the background noise of the

ampli�er. To measure the quantum noise in the signal we choose a frequency of

3 MHz which avoids classical noise, has a low background of electronic noise, and is

not excessively �ltered at any stage of the ampli�cation and measurement.

The output of the ampli�er is connected to a USB digital oscilloscope (Picoscope

5242A), with the DC and AC measured on separate channels. The scope used has

16 bit resolution allowing for accurate sampling, plus a 60 MHz bandwidth and a

high sampling rate for high frequency resolution. The oscilloscope is controlled by

a PC running LABVIEW 2012, which also controls the CCD and the rotation stage
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Figure 3.11: Measured spectrum of output directly from He-Ne laser at 1 mW. The
spectrum is dominated by classical noise below ≈ 1 MHz. Above this the main
contribution is shot noise, which is frequency independent. The noise is shown in
logarithmic power units referenced to 1 V/

√
Hz. (Note the background noise density

is higher than that shown in Fig. 3.11 due to aliasing of the transimpedance peak
at higher frequencies.)

holding the quarter-wave plate which controls the input beam. For each angle of the

quarter-wave plate the oscilloscope records 1024×N points in time, with a sampling

rate of 125 MHz equivalent to a time per sample of 8 ns. Here N is the desired

number of spectra to average over, normally 1000. Each spectra hence comprised

1024 = 210 samples. Because the fast Fourier transform comprises positive and

negative frequencies, the resulting power spectrum has 512 frequency bins with a

resolution of 122 kHz and a Nyquist frequency of 62.5 MHz. Although a window

function is not necessary to measure the white noise itself, there are very large

peaks in the laser spectrum at low frequency which can leak across the spectrum.

Hence a Hanning window function was used. This has a noise equivalent bandwidth

equal to 1.5 times the actual bandwidth. The component closest to 3 MHz is selected

during run time and the rest of the spectrum is discarded. The average DC voltage

over the same time is also calculated and saved. The electronic noise, with no light

falling on the detector, is also recorded and subtracted from the measured noise.
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3.5 Classical results

3.5.1 Spin and orbital angular momentum

-1.0

-0.5

0.0

0.5

1.0

M
S
[ℏ
]

π /2 π 3 π /2 2 π

θqwp

Experiment
Theory

Figure 3.12: Average spin angular momentum current per photon, as measured by
interferometer as function of quarter-wave plate angle as the input beam varies
between right and left circular polarisation.

To test the interferometer we �rst demonstrate �ltering according to the known

spin and orbital angular momentum of light. Firstly we proceed with no biaxial

crystal, but simply an input beam which is �rst linearly polarised, and then passes

through a varying quarter-wave plate. The resulting beam varies between right and

left circular polarisation according to Eq. 3.15 as the quarter-wave plate is rotated.

The measured spin angular momentum current is shown in Fig. 3.12. In this case

the angular momentum current M = ~(I1 − I2)/e, where I1,2 is the photocurrent

(in amps) measured at the �rst and second output. Only the output from one

port of the interferometer is measured in practice. However, as the total power is

constant, the output of the other port can be calculated as I2 = I0 − I1 where I0

is the photocurrent corresponding to total power. The average angular momentum

current per photon is therefore ~(I1 − I2)/I0.

The visibility of the interference pattern

v =
Imax − Imin

Imax + Imin

, (3.33)

a measure of the quality of the interference pattern, is 99.8 %. The error bars

are discussed in more detail in Sec. 3.7. However, the main source in this case
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is vibrations in the interferometer, particularly in the piezo stage controlling the

relative phase delay, which does not have any feedback. Since this is a replication

of well understood results [78] we did not fully optimise the interferometer in this

con�guration. Nevertheless we can clearly see the spin angular momentum vary

between 1 and −1 in units of ~ as the quarter-wave plate is rotated.
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Figure 3.13: Measured orbital angular momentum current as function of the quarter-
wave plate angle controlling the input beam. The angular momentum varies between
zero and ~ per photon as the input beam is varied.

The next quantity which we wish to investigate is orbital angular momentum. A

beam was prepared by aligning the biaxial crystal so that the input beam undergoes

conical di�raction, resulting in a superposition of di�erent spin and orbital angular

momentum modes. The resulting beam is passed through a circular polarisation

analyser, selecting e.g. the left circular polarisation. This leaves the input beam

consisting of two identically polarised components, one with no orbital angular mo-

mentum and the other with l = 1 per photon. The relative amplitudes are again

given by Eq. 3.15. The interferometer consists of two Dove prisms but no wave

plates and is aligned to �lter l = 1 from l = 0. In this case one output has no

orbital angular momentum so the average angular momentum current per photon

is ML = ~I1/I0. The result is shown in Fig. 3.13. Because in this case the current

only depends on the output of one port at a single time, the noise in the angular

momentum current is small when the photocurrent is small. It was therefore neces-

sary to average over more spectra to obtain the noise results presented in Sec. 3.6

and so the angular resolution is lower.
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Figure 3.14: Images at one of the outputs of the interferometer for di�erent phase
delay showing transmission or re�ection of di�erent orbital angular momentum com-
ponents. δ is the relative phase delay between the arms of the interferometer.

Figure 3.14 shows the image in one of the output ports for incident light with

l = 0 and l = 1, and two settings of the phase delay piezo stage. This shows that the

interferometer is �ltering the orbital angular momentum components of the input

beam. The visibility in this case is 86 %. This is lower than that for spin angular

momentum. Due to the rotation of the beam by the Dove prisms, any departure

from circular symmetry due to slight misalignment etc. will lower the quality of the

interference. Note that in Figs. 3.12, 3.13, and 3.15 the theory line accounts for the

imperfect visibility and so does not reach the maximum or minimum values.

3.5.2 Generalised angular momentum

We now come to the measurement of the generalised angular momentum theoreti-

cally investigated in chapter 2. This time the circular analyser, which transmitted

states with di�erent orbital angular momentum but the same spin, is removed. The

input beam now varies between the two di�erent states

|1/2〉 =
1√
2

(|l = 0, s = 1〉+ |l = 1, s = −1〉) , (3.34)

|−1/2〉 =
1√
2

(|l = −1, s = 1〉+ |l = 0, s = −1〉) . (3.35)

Each of these states has a de�nite value of L + S/2 = ±1/2. However, neither has

a de�nite value of L or S, with each being a combination of di�erent eigenstates of
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these quantities.

The total input beam is given by

~E = A1 |1/2〉+ A2 |−1/2〉 (3.36)

again with

A1 = ei(θ+π/4) cos θ, (3.37)

A2 = e−i(θ+π/4) sin θ. (3.38)
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Figure 3.15: Measured generalised angular momentum current as a function of the
angle of the quarter-wave plate controlling the input beam. As the quarter-wave
plate is rotated the generalised angular momentum in the input beam varies between
~/2 and −~/2. The visibility of the interference pattern is 81 %.

The exact path of the fractional angular momentum components through the

interferometer is as described in section 3.4.2. Figure 3.15 shows the resulting gen-

eralised angular momentum current, showing a close �t to the line predicted by

theory, in particular by Eq. 2.137, accounting for imperfect visibility. The oscilla-

tions are caused by vibrations in the delay stage. The average angular momentum

per photon goes from ~/2 to −~/2 as the input beam is varied between |1/2〉 and
|−1/2〉. The visibility is 81 %, again lowered slightly due to superimposing a rotated

beam and polarisation with the original.

Figure 3.16 shows the transmission and re�ection of the j = ±1/2 beam for

di�erent phase delays. This shows clearly the ability to �lter according to the value

of the generalised angular momentum. Comparing to Fig. 3.14, we see that we can



80 CHAPTER 3. GENERALISED ANGULAR MOMENTUM EXPERIMENTS

j=1/2 j=-1/2

δ
=π

/2
δ
=
-π
/2

Figure 3.16: Images of output of interferometer for di�erent phase delay showing
transmission or re�ection of di�erent generalised angular momentum components.
The interferometer acts as a �lter separating the beam into its constituent gener-
alised angular momentum components.
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Figure 3.17: Total CCD intensity showing switching between j = 1/2 and j = −1/2.
This image illustrates the two clearly distinguishable states at the output of the
interferometer as the input beam is switched between them. Note the CCD intensity
is non-linear so the image should be taken qualitatively.
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use a modi�ed version of the same interferometer to �lter orbital, spin or generalised

angular momentum with minimal changes.

Figure 3.17 shows the CCD response when the input beam is switched between

|j = 1/2〉 and |j = −1/2〉 showing it is easy to distinguish the two states. The re-

sponse of the CCD is nonlinear, but the image shows qualitatively that the two states

can be clearly distinguished. Although this is based on an input beam containing

only two components, additional interferometers could �lter over a larger subset.

This illustrates the possibility of using generalised angular momentum modulation

for encoding information and communications, with clearly distinguishable on and

o� states.

3.6 Quantum results

3.6.1 Spin and orbital angular momentum

We now move on to examining the shot noise in each of the spin, orbital and gener-

alised angular momentum types, again for varying input beams. As before it is not

the noise itself, but the Fano factor, that is the noise power divided by the angular

momentum current, which gives the amount carried by each individual photon. We

�rst examine the known case of spin and orbital angular momentum. In these cases

the quanta of angular momentum carried by each photon are known from a variety

of quantum measurements, although to our knowledge noise measurements have not

previously been used to determine this.

The case of the spin angular momentum illustrates the general principle of cal-

culating the noise in the angular momentum current. We know from the classical

results, section 3.5, that the angular momentum current is related to the electronic

current measured by the photodiode in each output by

M = ~ (I1 − I2) /e. (3.39)

The noise is thus calculated as

σ2
M = (~2/e2)

[
〈I1 − I2〉2 −

〈
(I1 − I2)2〉] (3.40)

= (~2/e2)
[
〈I1〉2 − 〈I2

1 〉+ 〈I2〉2 − 〈I2
2 〉
]

(3.41)

= (~2/e2) [σ2
1 + σ2

2] (3.42)

because, as explained in section 3.2.1,

〈I1I2〉 = 〈I1〉 〈I2〉 . (3.43)

The Fano factor

F =
σ2
M

|M |
(3.44)
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is thus related to the photocurrent noise

F =
~ (σ2

1 + σ2
2)

e|I1 − I2|
(3.45)

with the quanta of angular momentum, as in Eq. 2.137, given by

jS ≤ T
σ2
M

|M |
=

~
2e∆f

σ2
1 + σ2

2

|I1 − I2|
, (3.46)

with the lower bound achieved when the beam is in one of the eigenstates of the

operator S. Here the e�ective response time of the system is twice the frequency

resolution, with the factor of two due to the two sided power spectrum.

Again since we only measure I1 for any given input, we must rely on the sym-

metry between the two ports. The DC photocurrent is assumed to be I2 = I0 − I1.

However, we will not assume that the total noise is constant, and so instead we take

σ2
2(θ) = σ2

1(θ + π/2). By the rotational symmetry of the input beam and the inter-

ferometer elements, rotating the quarter-wave plate by 90◦ interchanges the role of

right and left handedness and so interchanges the port from which each handedness

emerges.
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Figure 3.18: Fano factor of spin angular momentum selection showing lower bound
of 1, achieved when the beam is in an s = 1 or s = −1 eigenstate. This shows that
the spin angular momentum is carried in discrete units of ~.

The result, showing the Fano factor for spin angular momentum as the helicity

varies, is plotted in Fig. 3.18. The noise is consistently limited by the absolute

bound of F = 1, consistent with the claim that each photon carries ±1~ of angular
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momentum. Note that in Figs. 3.18, 3.19, and 3.20, unlike the plots of classical

current, the visibility is not included in the theory plot. Instead this re�ects the

absolute shot noise limit.
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Figure 3.19: Fano factor of orbital angular momentum selection showing lower bound
of 1. Greyed areas are those where the majority of the intensity is in the port which
is not measured, and hence the error is large.

The experiment was repeated for orbital angular momentum, with an input

beam ranging from l = 0 to l = 1. This time since one of the beams has no angular

momentum we have

M =
~
e
I1 (3.47)

and

F =
~

2e∆f

σ2
I

|I|
(3.48)

without needing to calculate the output of the other port. This gives a �at noise Fano

factor F = 1, unlike the peaks and troughs in the case of spin angular momentum

(Fig 3.18). However, now the angular momentum current can approach zero, and so

although the Fano factor F → 1 in this limit, the measured noise is small compared

to the background and the error is very large in these cases. Despite this the result

is consistent with angular momentum being carried in discrete units of ~.

3.6.2 Generalised angular momentum

The main result of this chapter is the measurement of the shot noise of a beam with

half-integer general angular momentum. We have already seen the classical result
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in the previous section, which con�rms that the beam is separated into two outputs

depending on the value of j = ±1/2. Hence the angular momentum current is

M =
~
2e

(I1 − I2) (3.49)

As with the spin angular momentum case, the output of each port carries angular

momentum so we must include both; we do this by replacing the value of the second

output with the �rst output delayed by π/2. The noise is

σ2
M = 〈M2〉 − 〈M〉2 (3.50)

= 1
4

(σ2
1 + σ2

2) (3.51)

as once again the two outputs are uncorrelated. The Fano factor is

F =
~

4e∆f

σ2
1 + σ2

2

I1 − I2

. (3.52)

The quantum of angular momentum is the lower bound of the Fano factor multiplied

by the detection time. Expressed in terms of the measured voltage V1 and its

associated noise

jγ ≤ TF =
~

2eG∆fe

(σ2
1(θ) + σ2

1(θ − π/2))

2V1 − V0

, (3.53)

where G is the transimpedance of the ampli�er. Equation 3.53, when expressed

in units of ~, has a lower bound of 1/2 rather than 1, showing the quanta of the

generalised angular momentum is ~/2.
Figure 3.20 shows the measured value compared to the theoretical lower bound.

The measured noise is slightly above the lower bound due to the imperfect visibility

and to any additional noise. However, at each extrema of the current, when the

beam is a pure state of either j = 1/2 or j = −1/2, the Fano factor dips clearly

and consistently below 1, and close to 1/2. Indeed, given the visibility is 81 % the

minimum Fano factor expected is actually 0.62, which is consistently achieved.

3.7 Error analysis

Considering the plots of the DC signal, Figs 3.12, 3.13 and 3.15, we can see some

variance from the expected behaviour. However, the DC signal itself is measured to

a high accuracy, typically < 0.25 %. The measured signal deviates from the theory

due to vibrations of the interferometer, particularly in the piezo stage which controls

the relative phase delay. The total power I0 = I1 + I2 is a constant, but because the

angular momentum current is calculated from the photocurrent at one output port

at two di�erent times, changes in the position of the piezo stage can lead to both I1

and I2 being higher or lower than would be expected. This instability can therefore
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Figure 3.20: Measured Fano factor of generalised angular momentum for a varying
input beam. The lower bound of the Fano factor is 1/2, showing that this is the
quantum, in units of ~, of this observable. The dashed line at F = 1 shows that
the data clearly dip below this line, which would be the limit if the quantum was ~,
whenever the beam is in an eigenstate of J1/2.

be included as an error in the photocurrent corresponding to the total power. This

is done by taking the total intensity at each angle of the quarter-wave plate to be the

the sum of the measured intensity for that angle and that at an angle π/2 greater.

The standard deviation of these values is taken as the error in the total intensity

and used in the calculation of dependent variables as usual.

The second signi�cant source of error in the shot noise calculations presented

here is variance in the noise. Taking a single time series and calculating the Fourier

transform gives the frequency components that are present during that short time.

Over longer time scales other frequency components may be present in greater or

lesser amounts. As the total sample time gets longer, the frequency resolution will

increase (for �xed sampling rate) which will allow periodic signals to be further and

further isolated. However, white noise has no time correlation, and so there is no

time scale over which we can accurately measure the precise power in a particular

frequency bin.

The error in the measured shot noise at a particular point is of the order of the

noise itself [121]. It is therefore necessary to average this value. One possibility is

to sample for a time which gives a higher frequency resolution than required and

average nearby frequency bins. The solution we opt for is to break up the sample

into many shorter time series and take the FFT of each one individually, to give
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many spectra each with the required resolution. The resulting spectra are then

averaged at each frequency point. This is known as Bartlett's method, and it can

be proved that this approaches the true power spectral density as the number of

samples grows [122]. The fractional error of the noise is thus approximately the

inverse of the square root of the number of periodograms.
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Figure 3.21: Shot noise, normalised by 2e∆fe, in the measured voltage as a function
of the DC voltage, �t to a quadratic with linear coe�cient given by the transimpe-
dence G. The straight line �t con�rms that we are measuring in the quantum noise
limit regime and that the transimpedence is as predicted. The data has a quadratic
dependence due to classical noise which is small on this scale and is included in the
error, given by the standard deviation of the residuals of this �t.

We can write the measured noise

σ2
m = σ2

0 + αV + βV 2 + r (3.54)

as the sum of a background noise σ0, a shot noise which depends linearly on the

signal, a classical noise term that depends quadratically on the signal and a random

error r due to the �uctuations in the noise as it is measured. The linear term should

have a coe�cient

α = 2e∆feG (3.55)

where G is the transimpedance of the ampli�er and ∆fe is the e�ective frequency

resolution, i.e. the actual frequency resolution multiplied by the normalised equiv-

alent noise bandwidth of the window function. The measured noise power is shown

as a function of the DC voltage in Fig. 3.21, �tted to a quadratic with �xed linear

coe�cient 2e∆feG. Firstly the close �t con�rms the transimpedence is 2550 Ω as
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Figure 3.22: Residuals of measured noise from linear �t (given as fraction of mea-
sured noise). The error consists of a random error plus a small quadratic classical
noise leading to a distribution skewed slightly towards positive values. The standard
deviation is taken as the relative error.

expected. More importantly the good linear �t con�rms that we are indeed mea-

suring in the quantum shot noise regime. The scaling with power is a standard way

to con�rm if noise is quantum or classical, as shot noise scales linearly with power

and classical noise scales quadratically [123].

Although we could �t the measured noise to a free quadratic function, the dif-

ference in scale between the linear and quadratic term lead to a large uncertainty in

the coe�cients using this method. Instead, taking the linear coe�cient as �xed we

�nd that the residuals are randomly distributed around a quadratic trend, due to

the classical noise, which is small compared to the error in the noise. The standard

distribution of the residuals is approximately 90 V2/A. Comparing to the scale on

Fig. 3.21, we see that this is close to the predicted error of 3 % for an average over

a thousand samples.

3.8 Conclusions

In this chapter we have described an experiment which can �lter a beam of light ac-

cording to its angular momentum. This angular momentum may be either the spin,

orbital, or the generalised angular momentum described theoretically in the previ-

ous chapter. We have shown that it is possible to generate beams with half-integer
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generalised angular momentum, and to �lter them according to this fractional value.

This interferometer, with a detector in both outputs, can act as a generalised an-

gular momentum detector, or as a �lter to separate the components for further

processing.

In this experiment we have not only measured the average angular momentum

current of a beam of light, but also its quantum �uctuations. By computing the Fano

factor, the quantum noise normalised by the current, we measured the quantum

of angular momentum carried by each photon in a beam which is an eigenstate

of L + S/2 with eigenvalue ±1/2. The reduced shot noise bound in the angular

momentum current of these beams shows clearly that the quantum is ~/2, and
hence that the classical current is not simply the result of averaging over many

photons in the beam. This scheme can be similarly extended to measure other

generalised angular momentum currents by varying the ratio between the angle of

rotation of the image, speci�ed by the angle between the Dove prisms, and the

angle of rotation of the polarisation, speci�ed by the angle between the half-wave

plates. Furthermore a larger subspace could be explored by the cascading of multiple

interferometer stages.



Chapter 4

Biaxial hyperbolic metamaterials

4.1 Introduction

In this chapter we move on from the concept of generalised angular momentum. We

turn instead to the study of conical refraction in a new setting, which leads to a the-

ory which is topologically distinct from that of a conventional biaxial crystal. This

setting is an anisotropic hyperbolic metamaterial, which has an isofrequency sur-

face which is an open hyperboloid, in contrast to the closed ellipsoid of conventional

optical materials.

Metamaterials are composite materials which use sub-wavelength building blocks

to create bulk properties which can vary signi�cantly from those which commonly

occur in nature [124], including negative permittivity or permeability [125]. Of these

one of the most important classes is that of hyperbolic metamaterials (HMMs) [9]

which have recently been the subject of intense interest [126]. Using metal and

dielectric elements, these materials have a negative principal dielectric constant in

at least one direction [8]. Although naturally occurring crystals can be found with

this property [127], this is more commonly achieved with arti�cial nano-structured

designs. Common structures include planar layers of metal and dielectric, or metal

rods in a dielectric background (see Fig. 4.1). The di�ering boundary conditions

for electric �elds which lie along or across the metal-dielectric interfaces leads to

a di�ering sign for the dielectric constant in these directions [128]. Hyperbolic

metamaterials are particularly suitable for applications due to their simple design,

ease of fabrication at deeply sub-wavelength scales and non-resonant response across

a range of wavelengths [129].

The many unique properties of hyperbolic metamaterials stem from the iso-

89
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Metal

Dielectric

Figure 4.1: Example of common hyperbolic metamaterial con�gurations. Common
arrangements include alternating layers of metal and dielectric and rods of metal
embedded in a dielectric background. These can be made anisotropic in the plane
by using a uniaxial dielectric material or having a non-square unit cell respectively.
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Figure 4.2: Illustration of negative refraction in a hyperbolic metamaterial. The
Poynting vector ~S, which gives the direction of ray propagation, is orthogonal to
the iso-frequency surface, which gives the direction of the wave-vector ~k. In a
positive index material (a), the Poynting vector will lie on the same side of a normal
to the interface as the wave-vector. In a HMM (b) the Poynting vector and the
wave-vector lie on opposite sides of the normal.

frequency surface of the medium, i.e. the surface in k-space at which waves can

propagate at a speci�c frequency. This surface, which is closed and �nite when

all three principal indices are positive, becomes hyperbolic when at least one index

is negative. This means that for some angle of k̂ there is a divergence in
∣∣∣~k∣∣∣,

leading to a formally in�nite density of states and and modes with extremely short

wavelength in the material. Furthermore the curvature of the hyperbola, being

opposite to the normal curvature of an ellipse, leads to negative refraction, whereby

a ray approaching the interface with a hyperbolic metamaterial is refracted back

on to the same side of the normal [130]. This is illustrated in Figure 4.2. The

iso-frequency surface gives the allowed values of ~k for a given frequency. When

light is incident on an interface the parallel momentum k‖ is conserved. However,
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the Poynting vector is always normal to the iso-frequency surface, so when the iso-

frequency surface curves away from the plane of incidence the Poynting vector will

lie on the opposite side of the normal to the wave-vector of the incoming light. (Note

however, that negative refraction also refers to negative phase velocity which is not

present in this case.) Because these properties result from the general shape of the

iso-frequency surface they will exist across a range of frequencies and do not depend

on precise tuning.

Such unique properties lead naturally to many applications. The formally in-

�nite density of states will cause a broadband Purcell e�ect which increases the

e�ciency of many quantum nano-photonic devices, such as single photon sources

and broadband quantum emitters with high yield [131, 132, 133]. Negative refrac-

tion has been proposed to lead to super resolution, imaging nanoscale objects at

resolutions higher than the di�raction limit [134, 132]. Conversely the existence of

extremely high
∣∣∣~k∣∣∣ modes allows light to be focused to extremely small spots, with

applications from scanning microscopy to heat assisted magnetic recording [135].

4.2 Biaxial hyperbolic metamaterials

The most common HMMs considered are uniaxial materials for which ε1 < 0 < ε2 =

ε3 where εi are the principal dielectric constants, i.e. the elements of the dielectric

permittivity tensor in a frame in which it is diagonal. The general case, however,

is a biaxial HMM, where ε1 < 0 < ε2 < ε3. Such a material could be realised as

layers of metal and dielectric, where the dielectric material has uniaxial isotropy in

the plane, or as rods of metal embedded in a dielectric with di�erent rod spacings

in the x and y directions [136]. The iso-frequency surface for the extraordinary ray

is then an asymmetric hyperboloid [137].

In this chapter we describe the full two-sheeted dispersion surface (constant-

frequency surface) of a generic HMM with no equal dielectric constants. In sec-

tion 4.3 we describe this surface for the full range of materials described by pos-

itive or negative real dielectric constants. The iso-frequency surface describes the

propagation of both the ordinary and the extraordinary rays with orthogonal polar-

isations. As with biaxial positive-index materials [138] we �nd conical singularities

where the two sheets intersect. However, these points now resemble the intersection

of a hyperbola and an ellipsoid, rather than two ellipsoids.

In section 4.4 we use geometrical optics to obtain a description of rays with wave-

vector close to the degeneracy. We derive the polarisation and the Poynting vector,

or energy �ow of these rays as a function of the direction of the wave-vector. This

predicts refraction of an incoming beam into two intersecting rather than concentric

cones, an e�ect topologically distinct from that in a conventional biaxial crystal and
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completely lacking from a uniaxial HMM.

In section 4.5 we extend the theory to include small absorption in the mate-

rial and show explicitly that the conical intersections remain. We also develop a

wave optics description of propagation near the optic axis allowing us to calculate

the full di�raction pattern formed for an incident beam, for example a Gaussian

beam. These patterns are qualitatively di�erent from those obtained in positive

index materials, in particular lacking circular symmetry.

An important feature of our results is the identi�cation of conical singularities

in HMMs. Similar linear intersections, which have been reported previously in

systems with sub-wavelength patterning such as photonic crystals [139, 140] and

frequency dependent metamaterials [26, 141, 137]. In these cases, a degeneracy

occurs at a particular frequency, due to �ne-tuning the frequency to match the

sub-lattice periodicity, or to match a zero of the frequency dependent dielectric

constant. At other nearby frequencies there is generally no singularity, and the

constant frequency contours in k-space do not feature any intersections. In contrast

biaxial materials have intersections in the iso-frequency contours mapped in k-space,

which are directly comparable to the Fermi surface of a solid. These depend on the

general symmetry of orthogonal polarisations throughout the crystal and do not

rely on �ne-tuning of any parameter. In particular we show that in the e�ective

medium theory these degeneracies exist over a continuous range of frequencies and

are protected by a topological argument. In the whole ω − ~k space they would

appear as line rather than point degeneracies.

Because the HMM is built from deeply sub-wavelength structures, it is possible

to describe propagation of light in such a metamaterial using e�ective medium the-

ory, which describes the e�ect of the sub-structure in terms of an average dielectric

tensor. This average is taken in a way which accounts for the anisotropy of the

structure. It is important to realise however, that this method has strong limita-

tions [128, 142]. Clearly it will only be valid when the scale of the structure is much

less than the wavelength, but crucially the valid comparison is to the wavelength

in the medium. Since the high-|k| states will have a very short wavelength in the

material, at some point the approximation will break down and the iso-frequency

surface of the actual composite material will not go to in�nity. Furthermore due to

the extreme anisotropy the wavelength, and hence the validity of the approxima-

tion, can vary with direction and polarisation. Finally the approximation describes

the bulk properties and coupling of light to real samples can depend on the edge,

e.g. for layered materials it can depend on which material the structure terminates

on. In the majority of this work we consider only an e�ective medium theory, as-

suming that a material can be constructed with the required properties. However,

in section 4.6 we will discuss how such a system would be implemented and what
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conditions would be necessary for a valid e�ective medium theory to hold.

4.3 Fresnel equation and dispersion surfaces

4.3.1 Dispersion surfaces

We can describe a nano-structured metamaterial in the e�ective medium theory by

a three-dimensional dielectric tensor εij or by the principal dielectric constants, εi,

which are its components in the frame in which it is diagonal [61]. E�ective medium

theory describes the sub-wavelength patterning of di�erent materials by an average,

anisotropic dielectric tensor according to the Maxwell-Garnett formulas [142]. Plane

wave solutions to Maxwell's equations in the medium lead to the Fresnel equation

for the refractive index, ∑
i

εiη
2
i

n2 − εi
= 0, (4.1)

where ~η is a unit vector in the direction of the wave-vector ~k. The two solutions

for n2 for a given direction ~η form a two-sheeted dispersion surface [61]. At a �xed

frequency, these surfaces give the phase velocity, or equivalently the wave-vector

magnitude, in the medium, for a given wave-vector direction. The ray or energy

�ow direction will be orthogonal to the dispersion surface at the point de�ned by

that wave-vector [143]. In the following we assume without loss of generality that

ε1 < ε2 < ε3.

This chapter contains multiple plots of solutions of Eq. 4.1 so we give here a

brief explanation of their meaning. To follow this explanation, the reader may

consider Fig. 4.4 or Fig. 4.3. They are most easily thought of as surfaces in ~k-

space, of the allowed ~k vectors at a �xed frequency. For example in free space,

k = ω/c = k0, and the surface is a sphere. This means that in all directions

light propagates with a wave-vector of magnitude k0. In an isotropic medium, this

is simply modi�ed by changing the length of this wave-vector, k = nk0 for some

scalar refractive index n. The resulting surface is a larger sphere with radius nk0.

A non-isotropic medium will have di�erent refractive index in di�erent directions,

and the surface will be an ellipse. A birefringent medium will have a di�erent

refractive index for each polarisation, and so there will be two surfaces, rather

than one. In this way more complex surfaces represent more complex materials.

Important properties are the distance of the surface from the origin in a particular

direction, representing the refractive index, whether a surface is symmetric around

some axis, representing isotropy under rotations, and whether a line from the origin

in a particular direction intersects a surface once or twice, representing whether or

not the material is birefringent in that direction.
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Figure 4.3: Iso-frequency surfaces for various e�ective index materials: (a) isotropic
(b) uniaxial (c) biaxial (d) uniaxial-hyperbolic (e) biaxial-hyperbolic type-1 (f)
biaxial-hyperbolic type-2. Shading is for perspective only. Additional cases not
shown include ε1 = ε2 < 0 < ε3, which is identical to (f) but with circular cross-
sections, and ε3 < 0, in which case there are no real solutions. These surfaces are
polar plots of refractive index as a function of ray direction ~η. In the case of (b)
and (d) the surfaces intersect at two points, at which they are parallel. In the case
of (c) and (e) the surfaces have four conical intersections. Insets in (c) and (e) show
cutaway close-ups of the intersection points.
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Figure 4.3 shows sections of the dispersion surfaces for a variety of materials.

These surfaces are polar plots where the radial distance represents the refractive

index experienced by a ray propagating in that direction in ~k-space. Equivalently,

they are three-dimensional cuts of the four-dimensional ω(~k) dispersion surface,

taken at a constant ω. In the approximation where the dielectric constants depend

weakly on frequency, these surfaces will simply contract or expand as ω is decreased

or increased respectively, meaning the critical points will trace out lines. Outside of

this approximation the dispersion surface will change shape but the basic features

will remain until the dielectric constants cross each other or zero. Hence assum-

ing a smooth dependence on frequency there will always be a continuous range of

frequencies for which these singularities exist.

The classical cases, 0 < εi, are shown in the �rst row, and are the subject of con-

ventional crystal optics. The surfaces have positive curvature and �nite area. The

hyperbolic cases, ε1 < 0 shown in the second row, are the result of nano-structured

materials which have properties rarely found in nature at optical frequencies [9].

They have dispersion surfaces which are unbounded in |k| at any frequency, and

feature both positive and negative curvature [129].

The possible classical materials fall into three categories. Figure 4.3(a) shows

an isotropic material which has a single, spherical dispersion surface. Once isotropy

is broken, the surface splits into two as the two orthogonal polarisations experience

di�erent dielectric constants. For a uniaxial material, with two indices equal, these

surfaces intersect at two points, along a single optic axis as shown in Fig. 4.3(b).

However, the surfaces are parallel at the degenerate points, and so the normals

remain well de�ned [144]. For a biaxial crystal, shown in Fig. 4.3(c), rotational

symmetry is broken completely. The surfaces intersect at four points along two

optic axes. The gradient of the surfaces is singular at the degenerate points and the

normal is not well de�ned.

These singularities lead to the unique phenomenon of conical refraction [138]. For

a general angle of incidence in an anisotropic medium, the two orthogonal polarisa-

tions of an incident ray are refracted into two rays with di�erent wave-vectors, called

the ordinary and extraordinary rays. In conical refraction, when the incident wave-

vector coincides with the optic axis, the two orthogonally polarised incident rays

are refracted into two concentric cones which contain all polarisations at di�erent

points around each cone [145, 61]. For a general review of polarisation singularities

and vortices, see [146].

When one of the dielectric constants becomes negative, leading to a hyperbolic

metamaterial, there is a topological transition of one of the surfaces, from an ellipsoid

to a hyperboloid. Figure 4.3(d) shows a uniaxial HMM. The surfaces again intersect

at two points where they are parallel.
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In the case of a biaxial HMM, shown in Fig. 4.3(e), linear degeneracies occur.

The hyperboloid and the ellipsoid intersect at four degenerate points. The prop-

agation of light near these singularities is the main topic of this chapter. In the

�nal case where two of the three indices are negative, Fig. 4.3(f), there is again a

single dispersion surface which is a type-2 hyperboloid [129] with no singularities.

This single dispersion surface describes one polarisation which can propagate in the

material. For the orthogonal polarisation the material is metallic, and absorbing,

hence there is no second real solution to the Fresnel equation.

In both Fig 4.3(b) and (d) the two sheets have a quadratic degeneracy. Including

a perturbation ε2 6= ε3 will either open a gap or cause the quadratic intersection to

split into two linear intersections, in line with general band theory. If a gap were

to open however, it would leave at least one closed surface which described the

propagation of a di�erent linear polarisation at each point. The �eld of polarisation

directions described by this surface would form a tangential vector �eld on a closed

two-dimensional surface, which is forbidden by the hairy ball theorem, unless the

linear polarisation vanishes at least once. Comparing with the Poincaré sphere

representation it can be seen that the tangential polarisation would vanish at a

point of circular polarisation. However, in the presence of chiral symmetry it is not

possible for the two circular polarisations to have di�erent refractive indices, hence

it is impossible for a gap to open. Introducing chirality however, will indeed open

such a gap [55], although polarisation singularities will generally remain.

As noted at the beginning of the chapter, these surfaces describe the propagation

of light in an e�ective medium, which matches the actual medium as long as the

wavelength of light in the medium is large compared to any structure of the material.

Hence the actual material will be described by these dispersion states for small |k|.
For the cases where the Fresnel surface go to in�nity, they should be truncated at

some appropriate value of refractive index n for which nk0 > kkmax, where k0 is the

vacuum wave-vector and kmax is the largest wave-vector which we wish to consider

in the e�ective medium theory. In these directions, it would be necessary to solve

Maxwell's equations in the metal-dielectric unit cell to �nd exact solutions.

4.3.2 Intersection points

The transition from a conventional biaxial material to a biaxial type-1 HMM is

shown in Fig. 4.4 as ε1 goes from positive to negative. As rotational symmetry in

the yε-zε plane is broken (note we use the subscript ε to denote the basis in which ε

is diagonal), the degenerate points are free to move around the xε axis as ε1 varies.

The points start in the xε-zε plane and move closer to the xε axis as ε1 → 0. Then

as the topological transition occurs the critical points change direction and move

away from the xε axis into the xε-yε plane.
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Figure 4.4: The transition from biaxial to biaxial-hyperbolic type-1 material as ε1
passes through 0. One of the dispersion surfaces changes topology from an ellipsoid
to a hyperboloid. The intersection points move from the xε-zε plane to the xε-yε
plane. The �rst row shows the surfaces in the xε-zε plane (yε=0). The second row
shows the surfaces in the xε-yε plane (zε=0). Note the subscript ε denotes the basis
in which ε is diagonal.

The topological transition of the iso-frequency surface intersections is shown by

calculating the solutions to the Fresnel equation (4.1) which are degenerate. We

�nd two sets of solutions

η1 = ±

√
ε3 (ε2 − ε1)

ε2 (ε3 − ε1)

η2 = 0

η3 = ±

√
ε1 (ε3 − ε2)

ε2 (ε3 − ε1)

(4.2)

and

η1 = ±

√
ε2 (ε3 − ε1)

ε3 (ε2 − ε1)

η2 = ±

√
−ε1 (ε3 − ε2)

ε3 (ε2 − ε1)

η3 = 0.

(4.3)

The �rst solution (4.2) is real, and therefore physical, when all εi are positive. As

ε1 becomes negative η3 in (4.2) becomes imaginary. The second solution (4.3) then

becomes the real, physically relevant, ~η. In this way the transition through ε1 = 0

separates topologically distinct sets of degenerate solutions.

Figure 4.5 shows the cross-sections of the dispersion surfaces at the degenerate

points, in the case of a conventional biaxial crystal and a biaxial hyperbolic material.

For a conventional material, both surfaces have similar curvature. The normals to

the surfaces close to the optic axis, i.e., the axis which passes through one of the

degenerate points, are shown. These normals indicate the direction of refraction for
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b)a)

Figure 4.5: The degenerate points in the relevant planes for (a) a conventional
biaxial material and (b) a hyperbolic biaxial material. The optic axis is shown by
the straight line and the approximate normals to the surfaces for a k-vector passing
close to this axis are shown by the arrows, and are suggestive of the expected conical
refraction.

rays which approximately coincide with the optic axis. In the positive ε case, one

points close to the optic axis while the other points away from the xε axis. In the

case of a biaxial HMM the surfaces have opposite curvature. This leads to one of

the normals pointing towards the xε axis. When the full two dimensional surface

is considered, the normals shown here contribute to a cone which is skewed away

from the optic axis, in a di�erent direction in each case. In �gure 4.5(b), one of

the normals points downwards, below the horizontal. If the material is cut so the

interface is the yε-zε plane then this results in part of the cone being refracted on the

opposite side of the normal to the incoming ray, a phenomenon sometimes known

as negative refraction. However, this term is also used to refer to negative phase

velocity, which is not present in this case.

4.4 Geometric optics of conical di�raction in a

hyperbolic metamaterial

4.4.1 Refractive index and polarisation

We now turn to describing the refraction of light in the geometrical optics picture

when the initial wave-vector lies close to the optic axis as shown in Fig. 4.5. To

achieve this we calculate the refractive index surface experienced by the ray and

the resulting Poynting vector of the refracted ray. We describe the ray by polar

coordinates in a frame where the x axis coincides with the optic axis, and the z axis
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Figure 4.6: The coordinate system used to describe rays close to the optic axis.
The x axis corresponds to the optic axis through the points (4.3) while the z axis
corresponds to the zε axis. θ is the angular displacement of the ray from the optic
axis while φ is the azimuthal angle of the ray in the transverse plane.

coincides with the zε axis, illustrated in Fig. 4.6. θ is the angle between the ray and

the optic axis, while φ is the azimuthal angle from the y axis in the y-z (transverse)

plane. Expressing ~η in terms of θ and φ and solving (4.1) we �nd the refractive

index to �rst order in θ is

n2 = ε3 − θεδ (cosφ± 1) (4.4)

where

εδ = ε3

√
(ε3 − ε1) (ε2 − ε3)

ε1ε2
(4.5)

is a measure of the anisotropy of the medium. The surface described by (4.4) consists

of two cones touching at their points, which is the linear approximation to the surface

portrayed in Fig. 4.3(e) around one of the intersection points. Furthermore, we �nd

the polarisation of the two refracted rays is

Dz

Dy

=
sinφ

cosφ± 1
(4.6)

where ~D is the electric displacement �eld.

The results (4.4) and (4.6) describe the refractive index experienced by an in-

coming ray. A ray which comes from an azimuthal angle φ can be decomposed into

the two orthogonal polarisations given by (4.6). These two polarisations experience

the refractive indices (4.4). The polarisations are independent of θ, as long as θ is

small. Thus for any ray not exactly coincident with the optic axis, there are two

distinct polarisation modes. As φ varies, the direction of polarisation described by

a given dispersion surface rotates, so that a ray with one linear polarisation and

azimuthal angle φ undergoes the same refraction as a ray with the orthogonal po-

larisation and azimuthal angle φ + 180◦. However, (4.6) is unde�ned when θ = 0.

Hence there is also a polarisation degeneracy at the conical singularity where all

polarisations experience the same refractive index.

Equation (4.4) di�ers from the usual case of conical refraction in a biaxial crystal

in two noteworthy ways. Firstly ε3 plays the role of the average dielectric constant,
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despite being the largest of the three indices, while for a conventional biaxial crystal

the median index ε2 plays this role. Secondly, the parameter εδ depends on
√
ε3 − ε1,

which is a large parameter since ε1 is negative. In the conventional, εi > 0, case of

conical refraction the corresponding form is εδ = ε2
√

(ε2 − ε1) (ε3 − ε2) /ε1ε3, which

is usually small. The polarisation modes (4.6) are identical to the positive ε case.

4.4.2 Poynting vector

We now calculate the Poynting vector using equations (4.4) and (4.6) for the two

orthogonal polarisations associated with each incident wave-vector. The Poynting

vector is, up to an overall constant, given by

~P = ~E∗ × ~H. (4.7)

~E and ~H can be expressed in terms of Dz and Dy, given by (4.6), using Maxwell's

equations and the constitutive relations. The result,

Px =
1

ε
3/2
3

+ θ
εδ

ε
5/2
3

(cosφ± 1)

Py =
εδ

2ε
5/2
3

(1± cosφ) +
1
√
ε3
θ

[
± ε2δ

4ε33
(cosφ± 1)2

+
1

2

(
1

ε1
+

1

ε2

)
(cosφ± 1)∓ 1

ε3

]
Pz = ± εδ

2ε
5/2
3

sinφ+
1
√
ε3
θ

[
ε2δ
4ε33

(cosφ± 1) sinφ

+
1

2

(
1

ε1
+

1

ε2

)
sinφ

]
,

(4.8)

is compared with the εi > 0 case in Fig. 4.7 for three values of θ.

Equations (4.6) and (4.8) together describe the refraction of an incoming ray

with wave-vector at a small angle θ to the optic axis, and an azimuthal angle φ in

the perpendicular plane. As φ is varied, the resulting rays sweep out two intersecting

cones while the polarisation component which is refracted into each cone also varies.

For θ = 0 a single ray of any polarisation is refracted into a complete cone, containing

all polarisations. However, any realistic incoming beam will be a superposition

of rays with the θ = 0 ray contributing an in�nitesimal amount to the resulting

pattern [145].

Figure 4.7 shows the loci of the Poynting vectors at di�erent �xed angles θ as the

azimuthal angle φ is varied, for a biaxial conventional material and a biaxial HMM.

This is indicative of the paths taken by refracted rays in the material. The �gures

show that the usual result of two concentric cones [145] changes to the topologically

distinct case of two intersecting cones. At θ ≈ 0 the cones are degenerate, and

skewed away from the optic axis. The degeneracy is clear from equation (4.8). For
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θ = 0.01 θ = 0.05 θ = 0.1

ϵ1 = 2

ϵ1 = -3

a) b) c)

d) e) f)

Figure 4.7: The set of possible Poynting vectors associated with each polarisation in
a conventional biaxial material and a biaxial hyperbolic metamaterial, as φ varies
from 0 to 2π, In the conventional case the cones are concentric, while in the hy-
perbolic case they intersect. For θ → 0 the cones are degenerate. As θ increases
they move further apart. Parameters used are ε2 = 3, ε3 = 4, top row; ε1 = 2 (a)
θ = 0.01, (b) θ = 0.05, (c) θ = 0.1 and second row; ε1 = −3 (d) θ = 0.01, (e)
θ = 0.05, (f) θ = 0.1. The solid black line indicates the optic axis, while the shading
is for perspective only.

θ = 0 the terms which depend on φ take the same value for one mode at a given φ

as for the other mode at φ+π. As θ increases, the cones move in opposite directions

along the y axis, so that they intersect and for large enough θ will separate entirely.

We note that this is due to a particular term in the Poynting vector, (4.8),

Py ∝ . . .+ θ

[
1

2

(
1

ε1
+

1

ε2

)
(cosφ± 1)∓ 1

ε3

]
(4.9)

which is the dominant term for the movement of the cones as θ increases. For ε1 ≈
−ε2, the �rst term in (4.9) is small, and so the two modes have terms ≈ ∓1/ε3 in Py
of opposite sign with little dependence on φ. This means the entire cones will move in

opposite directions as θ increases. There is a corresponding term in the conventional

case, but there if ε1 ≈ ε2 ≈ ε3 it is the constant terms ±1/2ε1 ± 1/2ε2 ∓ 1/ε3 which

approximately cancel, leaving a term which is dominated by cosφ. Thus the centres

of the cones do not move in this case.
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4.5 Beyond geometric optics

4.5.1 Absorption

So far it has been assumed that although the permittivity may be negative it will

always be real. Since hyperbolic metamaterials contain a large proportion of metal,

they will always have some absorption, leading to an imaginary part of the e�ec-

tive permittivity. Although metals generally have high absorption, it is possible to

design hyperbolic metamaterials with a small imaginary part of ε over a range of

frequencies [147]. Nevertheless it is important to consider how losses will a�ect the

basic theory. Previous �gures have plotted the real solutions of the Fresnel equation.

In directions in which only one real solution exists, the other solution is completely

imaginary and thus evanescent. When the permittivity is complex, all solutions are

complex, and represent waves which travel with some absorption, which depends on

the size of the imaginary component.

Figure 4.8 shows the iso-frequency surface in the xε-yε plane when each principal

dielectric constant has an imaginary part of 0.3i, i.e. the absorption is isotropic. For

anisotropic absorption, we would expect a splitting of each conical intersection into

two branch-point degeneracies in accordance with the traditional, positive index case

[148]. However, we will consider isotropic absorption here. Note a corresponding

material with isotropic ε = 2 + 0.3i would have an imaginary refractive index of

about 0.1, meaning the wave would be absorbed within ten wavelengths. Hence

the imaginary part in this case is small but non-negligible. Crucially, the crossings

identi�ed in the case of real ε remain, and are not destroyed by the introduction

of complex solutions. Furthermore they have small imaginary components meaning

they describe mostly-propagating solutions with some absorption. The persistence of

intersections is a result of the topological arguments described earlier, as absorption

does not break the symmetry between left and right circular polarisations.

We also note that in the case of complex dielectric constants the refractive index

no longer goes to in�nity but is now bounded. This is purely a result of including

losses, without leaving the e�ective medium theory. The dispersion surface bends

back at �nite ~k, intersecting the ellipsoid surface again. This second intersection

has a large imaginary component, meaning that rays in this direction will decay

quickly. These new intersections also occur in other directions of ~η, where they are

also mainly evanescent. As the imaginary component of ε is increased, this �nite

hyperboloid shape will decrease in size, until the mostly-real and mostly-imaginary

intersections approach each other and �nally disappear. However, mostly-imaginary

intersections also appear in the xε-zε plane which remain for large imaginary com-

ponents, in keeping with our previous topological argument.
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Figure 4.8: Iso-frequency surface in (a) the xε-yε plane (zε = 0), (b) xε-zε plane
(yε = 0) and (c) yε-zε plane (xε = 0) showing conical intersection in the presence of
loss, with ε1 = −2 + 0.3i, ε2 = 2 + 0.3i and ε3 = 5 + 0.3i, similar to the bottom right
panel of Fig. 4.4. This is a polar plot of the real part of the refractive index with
direction, with colour representing imaginary part of of the refractive index, i.e. the
absorption. White represents solutions with large absorption, and black those which
are fully propagating. The original intersection remains a mostly propagating solu-
tion. An additional intersection appears which is mostly imaginary. The inclusion
of an imaginary component to the e�ective medium theory is enough to prevent the
dispersion surface becoming in�nite. Dashed line shows continuation of hyperbola
in case of real ε.

4.5.2 Di�raction

To include di�raction in the theory we follow the method of [71]. We use the angular

spectrum representation to write the incoming beam as an integral of plane waves,

each with a well-de�ned wave-vector. We can then calculate the result of propaga-

tion of each plane wave before transforming back to a real-space representation.

Describing beams propagating close to the optic axis, which we will continue to

label as the x axis, the �eld at a position x in the crystal consists of a sum of plane

wave components which pick up a phase on propagating

Eout =

∫∫
dkydkz Ein(ky, kz) exp(i (kyy + kzz))

exp
(
ix
√
k2
T − k2

y − k2
z

) (4.10)

where Ein(ky, kz) is the two-dimensional Fourier transform of the input �eld in the

plane x = 0. However, the magnitude of the total wave-vector in the crystal kT is

nk0, with n depending on the direction of the ray, i.e. on ky and kz. We can express

the refractive index (4.4) in terms of the relative transverse momentum ~p = k⊥/k,

where k =
√
ε3k0 is the magnitude of a wave-vector lying directly along the optic

axis. For small θ the transverse momenta are related to the angles de�ned in Fig. 4.6

by pz = θ sin(φ), py = θ cos(φ) and p = |~p| = θ. The lowest order terms, linear in

p, lead to refraction into a simple cone which dominates the di�raction pattern. To
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reveal the �ne structure we expand to second order giving

n2 ≈ ε3 − εδ(py ± p) +

(
ε∆p±

ε2δ
ε3
py

)
(p∓ py)

≡ ε3[1 + µ(py, p)]

(4.11)

where

ε∆ =
ε23
ε1ε2

(2ε3 − ε1 − ε2) . (4.12)

Letting k2
T = n2k2

0 = k2 (1 + µ(py, p)) we can expand the square root in the �nal

exponent of equation (4.10), again to O(p2) giving√
k2
T − k2

⊥ =
√
n2k2

0 − k2p2

= k
√

1 + µ(p, py)− p2

≈ k

(
1 +

1

2
µ(p, py)−

1

8
µ(p, py)

2 − 1

2
p2

) (4.13)

where we keep terms up to O(p2) in µ2.

The integral (4.10) with the approximation (4.13) gives the paraxial approxi-

mation to the electric �eld at a plane x > 0, valid for small transverse momentum

p� 1 or equivalently k⊥ � k. The term in the exponent proportional to xpy leads

to a skew away from the optic axis in the cone, as suggested by �gure 4.7, which

can be included in the de�nition of a new transverse coordinate which follows the

centre of the cone ~r′⊥ = ~r⊥+Axêy such that ~p ·~r⊥+Axpy = ~p · (~r⊥ + Axêy) = ~p ·~r′⊥.
The remaining terms which depend on py cannot be absorbed in this way and lead

to a non-circular asymmetry in the di�raction pattern.

We now consider a circularly polarised, or unpolarised, beam. The two orthog-

onal eigen-polarisations are present in equal amounts at each point and do not

interfere with each other. If the crystal is of �nite length l < x then the �eld

propagates a length l through the crystal before propagating a length x − l in free

space. Propagation beyond the crystal is described by an identical integral to (4.10)

with the input �eld taken at the plane x = l and with kT = k0. The intensity

at a point (x,~r′⊥) can then be written as the sum of two intensities due to each

eigen-polarisation which gives

I = |b+|2 + |b−|2. (4.14)

Expressing (4.10) in terms of p and using (4.13) gives

b±(x,~r′⊥) =
k

2π
eikx

∫∫
d2p a(~p) exp(ik~p · ~r′⊥)

× exp

{
−ikp2[βl +

1

2

√
ε3(x− l)]

}
× exp

(
−iklαp2

y

)
× exp[±iklp(γ + δpy)]

(4.15)
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where a(~p) is the Fourier transform of the input �eld. The parameters α, β, γ and

δ can be expressed in terms of the principal dielectric constants εi as

α =
εδ
8
− ε2∆

2ε3

β =
1

2
(ε∆ − 1) +

1

8
εδ

γ =
1

2
εδ

δ =
ε2δ
2ε3

+
εδ
4
− ε∆

2
,

(4.16)

recalling from Eqs. (4.5) and (4.12) that

εδ = ε3

√
(ε3 − ε1) (ε2 − ε3)

ε1ε2

ε∆ =
ε23
ε1ε2

(2ε3 − ε1 − ε2) .

(4.17)

These parameters can be used as the basic parameters of the di�raction theory and

they have the following interpretations: β is a propagation constant, γ is propor-

tional to the angle of the cone opening, and α and δ control the �ne-structure of

the di�raction pattern leading to circular asymmetry.

The resulting intensity Eq. 4.14 is plotted in Fig. 4.9 for a Gaussian input beam

with

a(p) = kw2 exp
(
−k2p2w2/2

)
. (4.18)

The beam waist w is taken as the unit length scale. The beam is plotted in the

focal image plane for which x = l − 2βl/n3 where the rings are sharpest. This is

the plane in which the Gaussian beam waist would have occurred, accounting for

the extra optical path length due to the crystal, and can be imaged with a lens if

it occurs inside or before the material [71]. As α, β, γ, and δ all appear multiplied

by l for propagation inside the crystal, the length of the crystal is only important

relative to the overall scale of these parameters, e.g. a short, strongly di�racting

crystal will have the same e�ect as a long, weakly di�racting one. The parameter

γl is chosen to give a ring radius r0 ≈ 50w to ensure well developed rings while the

other parameters are αl = 10, δl = 0. This choice allows us to show the asymmetry

of the beam on the same scale as the overall conical refraction.

Like the positive ε case, the di�raction pattern consists of two rings. However,

unlike that case these rings are broadened in the y direction but remain tight in the

z direction, in agreement with Fig. 4.7 which shows the cones moving apart in the

y direction with increasing p. The di�raction pattern is bounded approximately on

the inside and the outside by the arcs of two intersecting circles, also in agreement

with the ray diagram description. In addition there is a dark ring, called the Pogen-

dor� ring, through the centre of the intensity pattern, which is purely an e�ect of
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Figure 4.9: The di�raction pattern associated with conical di�raction in a hyperbolic
metamaterial. The pattern is generated from the paraxial expansion (4.15) with
αl = 10 and δ = 0. The transverse pro�le is taken at the point in the beam at
which the incoming Gaussian would have been at its tightest focus.

di�raction and is not predicted by the geometrical optics theory [145]. This dark

ring also appears in the conventional positive ε case.

4.6 Phase diagrams and possible implementation

The above results are based on an e�ective medium theory of a biaxial hyperbolic

metamaterial ε1 < 0 < ε2 < ε3. These bulk dielectric constants are well de�ned when

the features are much smaller than the wavelength. One method of constructing a

biaxial HMM is to deposit an anisotropic material in thin layers with layers of metal.

However, consistently depositing anisotropic material in a single crystal orientation

will be di�cult. Another common method of making hyperbolic metamaterials is

by embedding metallic rods in a dielectric background. This leads to a negative

index along the axis of the rods and a positive index in the orthogonal plane. By

positioning these rods in a rectangular rather than a square pattern the two indices

in the plane can be made unequal [136].

The principal dielectric constants can be calculated in the e�ective medium

theory using the Maxwell Garnett technique [149, 150] as done for a rectangular

array of metal rods in [136]. The e�ective dielectric constant along the axis of the

rods is a simple weighted average of the metal and dielectric;

εz = ρεm + (1− ρ)εd, (4.19)

where ρ is the fraction of the unit cell which is composed of the metal element and

εm and εd are the permittivity of the metal and dielectric respectively, which are
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Figure 4.10: Phase diagram of silver rods in alumina in a rectangular unit cell with
(a) aspect ratio a=1 and (b) aspect ratio a=1.5 as a function of �lling fraction ρ, i.e.
the fraction of the unit cell which consists of silver, and wavelength λ. The material
is a hyperbolic metamaterial over a large range. The type-1 HMM, in which a
hyperbola intersects an ellipsoid, is shown in black and is the material discussed
in this chapter. When the unit cell is anisotropic additional regions open in the
phase diagram as the in-plane dielectric constants can go from positive to negative
at di�erent points.

functions of the vacuum wavelength λ. The in plane components are considerably

more complex. The full formula is

εx =
Q(ρ)ρ(a− 1)εd(εm − εd) + 2πρεdεm + π(1− ρ)εd(0.32ρ(a− 1)(εm − εd) + εm + εd)

Q(ρ)ρ(a− 1)(εm − εd) + 2πρεd + π(1− ρ)(0.32ρ(a− 1)(εm − εd) + εm + εd)
(4.20)

where a is the aspect ratio of the rectangular unit cell and Q(ρ) = π− 1− ρ(π− 2).

The in plane component in the other direction εy is identical with a replaced by 1/a.

The exact implementation chosen will depend on a compromise between the

desired wavelength range, transmission, biaxiality and ease of manufacturing. At

visible to near infrared wavelength ranges silver has low optical losses and is a

suitable metallic element [129]. Figure 4.10 shows the phase diagram for a range of

metallic �lling fractions and wavelengths for a rectangular array of silver nanowires

embedded in an alumina background with aspect ratio of 1 and 1.5 respectively,

generated by calculating the signs of εx, εy, and εz as given by Eqs. 4.19 and 4.20.

The phase diagram is split into normal dielectric, normal metal, type-1 HMM and

type-2 HMM. When the material is biaxial, the two in plane ε⊥ cross zero at di�erent

points, opening up additional HMM phases at lower wavelength.

The biaxiality in the type-1 regions is shown in Fig 4.11, where the �gure of merit

is
√
ε3 −

√
ε2 = n3 − n2. Also shown is the mean refractive index n3 =

√
ε3. The

larger this is the shorter the wavelength will be at the intersection point and the less
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Figure 4.11: Density plots of (a) the biaxiality measured by the di�erence in the two
positive refractive index n3 − n2 =

√
ε3 −

√
ε3 and (b) the median index n3 =

√
ε3

as a function of �lling fraction and wavelength, in the regions where the material
is a type-1 HMM, for aspect ratio a = 1.5. A design can be chosen from a range
of values which achieves a reasonable compromise between biaxiality, median index
and �lling fraction.

applicable will be the e�ective medium theory. Again there is a range of possibilities

which balance these requirements. One example is to take a rectangle with longest

side 70 nm and shorter side 47 nm, with a circular rod of diameter 30 nm at the

centre of each cell. This will be a type-1 HMM in the wavelengths around 700 nm.

Putting ρ = 0.18, A = 1.5 we �nd that εδ = 3.9 which is comparable to ε3 = 5.33

giving strong biaxiality. The largest length scale is 70 nm = λ0/10 ≈ λ/5 in the

material. The e�ective medium theory will therefore hold to a reasonable degree of

accuracy close to the conical intersection. However the �exibility of HMM design

means that many other compromises are possible and indeed the whole system can

be replicated more easily at longer wavelengths by an appropriate material choice.

4.7 Discussion and conclusions

As discussed in the introduction of this chapter, an important feature of our re-

sults is the existence of linear intersections in the iso-frequency surface in HMMs.

Such linear intersections are commonly known as Dirac points in condensed matter

research, although they were identi�ed by Hamilton in the dispersion surface of a

biaxial crystal far earlier. The dispersion surface of light in a biaxial material can

be related to that of a solid-state crystal in two ways. The full dispersion surface

ω(~k) may be compared directly with the dispersion relation of electrons in a periodic
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lattice. The iso-frequency surface is then directly equivalent to a constant energy

surface, such as the Fermi surface. Since the spin states of electrons are related by

time reversal invariance, if the material obeys this symmetry then ω+(~k) = ω−( ~−k).

Meanwhile inversion symmetry means ω−(~k) = ω−( ~−k). Hence if these two sym-

metries are present there can be only one sheet to each constant-energy surface.

This is a case of Kramer's degeneracy. If one of these symmetries is broken then

the spin up and spin down electrons can have di�erent Fermi surfaces which may

intersect, with the most common example being ferromagnetism [151]. For pho-

tons, the two polarisation states are not related by time-reversal symmetry, but by

electric-magnetic duality. In the following chapter we will see that this has further

consequences for the topological classi�cation of fermionic and bosonic systems in

the presence of time-reversal symmetry. Electric-magnetic duality is present if the

electric and magnetic �elds can be interchanged. In most materials it is broken, be-

cause ε 6= µ, and this allows full frequency gaps to open, for example in a photonic

crystal [53]. Furthermore the topological argument employing the hairy ball theo-

rem does not apply to the full set of allowed (ω,~k) points, as these will generically

form three dimensional surfaces, and so there can be gaps between bands which

describe orthogonal linear polarisations in every direction, even if these surfaces are

closed.

However, the results are also closely related to condensed matter in a circuitous

way via the paraxial Helmholtz equation. As we have seen in section 2.1.2 and used

throughout this thesis, when we consider paraxial beams we can write the electric

�eld as a plane wave times a slowly varying envelope function

E(~r) = A(~r) exp(ikx) (4.21)

with A(~r) depending weakly on x, and we have chosen x rather than z as the beam

axis to be consistent with the notation in the rest of this chapter. The di�racted

�eld given by (4.15) can then be expressed as the two-dimensional transverse input

�eld evolving in the x-direction as

E(~r⊥, x) = exp

(
−ik

∫ x

0

dx′H(p, x′)

)
E(~r⊥, 0) (4.22)

with the Hamiltonian in this case given by

H = αp2
y + βp2 + (γ + δpy)~s · ~p (4.23)

for x < l and by the free Hamiltonian p2/2 for x > l. Here ~s = {σ3, σ1} is a vector

of Pauli matrices in a Cartesian basis and ~p is formally represented by −i∇⊥/k.
This Hamiltonian is an extension of that for a positive index material given in

section 1.3.1. The envelope function obeys the paraxial Helmholtz equation, which

takes the form

HA = − i
k

∂A

∂x
. (4.24)
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The propagation with x of the two dimensional transverse beam is therefore equiv-

alent to the evolution with time of a spin-1/2 wavefunction, and the paraxial

Helmholtz equation is equivalent to the Schrödinger equation [152].

At a �xed frequency the propagation direction x plays the role of time and the

propagation constant kx plays the role of energy. The three-dimensional constant

frequency slice of the dispersion relation can thus be seen as a dispersion relation for

the propagation constant as a function of the two transverse momenta ky, kz. In this

picture the point intersections in the iso-frequency surfaces correspond to the Dirac

points for two-dimensional electrons. Dirac points in two dimensional materials

have been used as a basis for topological insulators and topologically protected edge

states [153, 154] due to the time reversal symmetry relation between the two sub

lattices [3]. This topological protection has been exploited in photonic systems

using both the full frequency dispersion [51, 53] and more recently the paraxial

dispersion of the propagation constant [54, 55]. Understanding the e�ects of di�erent

symmetries on these two dispersion relations could therefore help progress towards

topologically protected photonic systems.

The results of this chapter illustrate the unique singularities found in hyperbolic

metamaterials when all three indices are allowed to vary independently. By exam-

ining the full dispersion surface of a general, biaxial, hyperbolic metamaterial, we

have identi�ed conical singularities at which the refraction direction is not de�ned.

We have found the approximate dispersion surface and the refracted Poynting vector

for a ray travelling close to the axis of these singularities. We have shown that this

leads to a new form of refraction which does not appear in the usual uniaxial HMMs

and is topologically and quantitatively di�erent from the phenomenon of conical re-

fraction which occurs in ordinary biaxial materials. These propagating solutions

remain when a small imaginary component is included, leading to a small amount

of absorption, with additional mostly evanescent singular solutions also appearing.

We have also calculated the di�raction pattern for a beam travelling through such

a material. We have found that the di�racted beam is generally not circularly sym-

metric and that, similar to the positive ε case, a dark ring appears where ray optics

predicts the largest intensity.

We have presented this work as a generalisation of the theory of hyperbolic

metamaterials to the more general case where the two positive dielectric constants

are unequal. However, it can also be seen in the context of extensions of conical

di�raction to new materials. In this context this work joins a collection of important

extensions to the theory including the consideration of chirality [155], anisotropic

absorption [148], and nonlinearity [156].



Chapter 5

Gauge �elds and topological

invariants

5.1 Introduction

In chapter 4 we described a photonic medium in terms of the iso-frequency surface,

which relates the frequency of light to the wave-vector and the polarisation. This

surface also gives the phase of a plane wave under propagation, through the paraxial

wave equation. Indeed, the full dispersion relation ωn(~k) usually provides a su�-

cient characterisation of any photonic system. In recent years however, topology

has begun to emerge as another key ingredient. This originates from the study of

electrons in periodic crystals. These are characterised by bands describing the dis-

crete energy levels which exist at each value of the crystal wave-vector. Two energy

bands which look similar at any point ~k, can have a di�erent global structure over

the whole k-space which means one cannot be smoothly deformed into the other.

This global property of each band has important implications. Properties which

rely on the topology of the bands cannot vary smoothly and so will be extremely

robust to disorder as long as there is a well de�ned bulk material [38].

In recent years the theory of topological order has emerged as a key ingredient

in a range of new contexts, from cold atoms [157, 158] to paraxial optics [51, 52, 54].

Interest stems from the discovery of a new phase of matter, the topological insu-

lator [159, 3, 160], characterised by edge states that are immune to backscatter-

ing [25, 161]. An important example is the edge states which carry current in the

quantum Hall e�ect. Since this theory of topological order has been transcribed to

photonic systems, it has led to applications such as topologically protected wave

111
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guides which are robust against disorder [162, 163, 57, 56, 53, 55]. In particular, in

a periodic system each band has an integer associated with it, known as the Chern

number, which is invariant under smooth deformations of the system which do not

close the gap between bands [38, 3, 164, 10]. Since this number cannot change with-

out closing the gap, it follows that the gap must close at the interface between two

materials whose bands have di�erent Chern numbers. This is the origin of the edge

states mentioned above.

In this chapter we present some initial work concerning the geometry and topol-

ogy of the Hamiltonian in the paraxial wave equation, allowing for spin-orbit cou-

pling which mixes polarisations. We �rst point out (section 5.2) that in the pres-

ence of such coupling the approach used to calculate a topological invariant in

Refs [54, 57, 165] fails. We identify the formula required to compute this invari-

ant in the case of a general paraxial Hamiltonian (section 5.3.2). This formula is

linked to the presence of a non-Abelian gauge �eld, as discussed in section 5.3 As

a �rst application, in section 5.4 we calculate both the gauge �eld and the invari-

ant for a chiral biaxial material. In the remainder of this section we review some

background literature on topological order in electronic and photonic systems.

The aim of this chapter is therefore to introduce the role of polarisation into

the study of photonic topological insulators. To this end we review material which

may be familiar in the context of polarisation and crystal optics, but rewritten in

the context of topological invariants familiar from the study of topological phases

in condensed matter. This re-framing however will lead to the novel result that

the current topological classi�cation of photonic materials is incomplete when non-

uniform polarisation is to be considered, and also to the novel claim that a new

invariant associated with the group U(2) should be used instead. As this work is

incomplete, the full implications are not explored, but it is included as a suggestion

of a direction for further research.

5.1.1 Geometric phase

As discussed in the introduction, particularly section 1.2, and above, the Chern

numbers depend on the concept of the geometric or Berry phase [23], which describes

how the wavefunctions vary during some cyclic process. The topological quantity,

which is a global property of the system, can be calculated from the geometric phase.

When a quantum mechanical particle evolves in time it acquires a dynamic phase

related to the Hamiltonian

ψ → e−i
∫
Ĥ(t′) dt′/~ψ, (5.1)

but the wave function can also acquire a phase due to its geometric path in con�g-

uration space. We will now justify the results we stated in chapter 1, in particular
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Eqs. 1.4 to 1.8. Again, consider a state which depends on some slowly varying

parameter λ with instantaneous eigenstates

H(λ) |n(λ)〉 = εn(λ) |n(λ)〉 . (5.2)

If the phase varies continuously as λ is varied, we can write

〈ψ(λ)|ψ(λ+ δλ)〉 = |〈ψ(λ)|ψ(λ+ δλ)〉|e−iδφ

≈ e−iδφ ≈ 1− iδφ

⇒ δφ = i 〈ψ(λ)| (|ψ(λ+ δλ)〉 − |ψ(λ)〉)

≈ i 〈ψ(λ)|∇λψ(λ)〉∆λ. (5.3)

λ0

λ

l1

l2

Figure 5.1: Illustration of how the phase at a given point can depend on the path.
If the phase at the point λ when travelling along the paths l1 and l2 is not equal,
then the phase gained when travelling along the closed loop composed of travelling
along l1, then backwards along l2, will not be zero.

Of course, the phase at any value of the parameter can be absorbed into the

de�nition of state by means of a gauge transformation

|ψ(λ)〉 → eif(λ) |ψ(λ)〉 . (5.4)

Since only the relative phase between two �elds is observable, Eq. 5.4 is equivalent to

a local choice of reference phase at each point in the parameter space. If approaching

a point along two di�erent paths leads to di�erent accumulated phases however, then

the di�erence between these phases does not depend on the choice of gauge. The

di�erence between the integrals along the two paths is equivalent to the integral

along a loop �rst along one path then back along the other. Hence the integral over

a closed loop, ∮
d~λ 〈ψ(λ)|∇λψ(λ)〉 ≡

∮
~A · d~λ, (5.5)

is gauge invariant and so is a physically meaningful quantity [166, 167]. By Stokes'

theorem, the line integral of the Berry connection ~A around a closed loop is equal

to the integral of the Berry �ux

~F = ∇λ × ~A (5.6)
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over the surface enclosed by that loop.

The phase picked up by an electron orbiting a solenoid, known as the Aharonov

Bohm e�ect [32] and described in section 1.2.3, is an important example of the Berry

phase. In fact, the similarity between the quantities A and F , and the description

of an electromagnetic �eld in terms of a vector potential, is not a coincidence. We

are calculating how the phase of a scalar function varies around a loop. It is just

this (U(1)) gauge symmetry which couples charged particles to magnetic �elds in

quantum mechanics. This is done by demanding that the Hamiltonian is invariant

under the local gauge transformation

ψ → eif(~x)ψ (5.7)

~A→ ~A− 1

q
∇f(~x) (5.8)

where in this context ~A is the vector potential for a real magnetic �eld and q is

the particle's charge. This is a symmetry of the Schrödinger equation with minimal

coupling

(−i∇+ q ~A)ψ → (−i∇+ q ~A−∇f(~x))eif(~x)ψ (5.9)

= eif(~x)(−i~∇+ q ~A)ψ. (5.10)

Hence it is the U(1) gauge symmetry of the wavefunction which couples it to the

electromagnetic �eld.

5.1.2 Topological insulators

Historically, the �rst example of topological order was found in the quantum Hall

e�ect. This e�ect is related to the Berry phase of electrons con�ned to two di-

mensions in a periodic potential [25]. For a periodic crystal, a natural parameter

to consider is the crystal wave-vector ~k. Bloch's theorem states that in a periodic

potential the wavefunction can be written as a plane wave multiplied by a function

with the same discrete periodicity as the potential. The total wavefunction is

ψ~k(~r) = ei
~k·~run,k(~r), (5.11)

where u(~r) has the same periodicity of the medium. This follows from the required

properties of the solution under a discrete translation operator (and so electromag-

netic �elds in a periodic medium also take this form). The wavefunctions are also

periodic in k, and the Brillouin zone, which is the space of independent k vectors,

is topologically equivalent to a circle, torus etc. depending on dimension [168]. The

Berry connection in reciprocal space is de�ned by

~An(~k)j = i
〈
un(~k)

∣∣∣∇j
k

∣∣∣un(~k)
〉
, (5.12)
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as in equation (5.3), with ~k now taking the place of the parameters ~λ. Here n labels

the bands while j runs over the two dimensions of ~k. This describes how the phase

of the Bloch state changes with ~k in a small neighbourhood, and clearly depends

on the choice of phase for the functions |un(k)〉. Again, however, the accumulation
of phase around a closed loop is a gauge- independent quantity. In particular the

phase change around an in�nitesimal loop is

~Fn = ∇k × ~An(k). (5.13)

By Stokes theorem, the �ux of F through an enclosed area is equal to the line

integral of A along its boundary, and this quantity is independent of the choice of

phase for the state at each point. The �ux of F through the entire Brillouin zone

is equal to the phase accrued when a loop is completed around the entire edge, and

hence must be equal to 2π times an integer, known as a Chern number [25],

Cn =
1

2π

∫
BZ

dΩ · Fn(k) ∈ Z. (5.14)

It may seem like this integer must be zero, since the line integral traverses opposite

edges of the Brillouin zone, which by Bloch's theorem are equivalent, in opposite

directions. In fact, this would be the case if the Bloch functions could be smoothly

de�ned everywhere. However, it may happen that it is impossible to choose a single

smooth phase function, and this leads to coordinate singularities, which contribute

a �ux ~F through the Brillouin zone [169]. This is equivalent to the condition men-

tioned previously for a non-trivial Berry phase to be acquired over a closed loop.

If there is a point where the coordinates cannot be de�ned smoothly, then Eq. 5.4

cannot account for the phase picked up over a closed loop around this point, and

the phase at any point depends on the path taken. Since the gauge transformation

which changes the phase at each point ~k consists of simply multiplying by a complex

number of unit modulus, it is described by the group U(1), and we will sometimes

refer to the Chern number associated with the phase of a scalar �eld as a U(1)

invariant.

Because the Chern number is an integer, it cannot be varied continuously. The

only possibility for a Chern number to change is when two bands cross, so that

the Berry connection Eq. 5.12 is not de�ned for each band individually, as the

separation of the states into two di�erent levels is not unique. The link between

band degeneracies and winding numbers was �rst pointed out by Simon [10]. When

the gap between two bands closes the �ux can be transferred from one to the other.

However, the sum of the winding numbers of both bands is conserved [10, 154]. In

this way insulators, or photonic crystals with a band gap at a certain frequency,

are characterised not just by their band structure, but also by the Chern number of

each band below that frequency. If two di�erent insulators, each with a band gap
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but with di�erent topological quantities, are brought next to each other, then there

must necessarily be a band closing, and therefore a conductive state, at the surface

in order to rectify the topological mismatch [25, 39]. This is the basis of topological

insulators in electronic, and more recently in photonic, systems.

Topological edge states of this kind require the breaking of time reversal symme-

try. This is because time reversal symmetry requires F (−~k) = −F (~k) while spatial

inversion symmetry requires F (−~k) = F (~k). Clearly the combination of these two

requirements forces the Berry �ux to be identically zero everywhere, while the pres-

ence of time reversal symmetry alone is enough to guarantee that the Chern number

is zero, as the contributions from time reversed points cancel, and so the integral

over the whole Brillouin zone will be zero.

5.1.3 Photonic topological insulators

In electronic systems such as the quantum Hall state, time reversal symmetry can

be broken by an external magnetic �eld. However, it is worth noting that the term

topological insulator may also refer to another type of topological invariant which

has been proposed in the presence of time reversal symmetry [170, 160]. This is a

Z2 invariant (ν ∈ {1, 0}) which counts the number of phase windings in the half of

the Brillouin zone containing independent ~k vectors [153, 171]. This Z2 invariant

is due to Kramer's theorem, which guarantees that every state of a time-reversal

invariant fermionic system is doubly degenerate. Due to the di�ering nature of the

time-reversal symmetry for bosons and fermions, however, Kramer's theorem does

not apply to photons. Barring accidental degeneracies, the energies of left and right

circular polarised photons are di�erent for k 6= 0, even at time reversal invariant

points, and so there is no Z2 topological invariant. Photons can scatter into their

time reversed state [58]. It may be possible to have edge states which are protected

by other, similar symmetries. One example is in a spin degenerate metamaterial,

where permittivity and permeability are equal [53]. In this case the states are pro-

tected not by time reversal symmetry, but by symmetry under exchange of electric

and magnetic �elds.

Because photons are neutral particles, breaking time reversal symmetry is more

di�cult than it is for electrons. Explicit time-reversal symmetry breaking, using a

magnetic �eld and the Faraday e�ect, has been considered [51, 52]. An alternative is

to use an arti�cial gauge �eld [57, 172, 164]. These arti�cial gauge �elds are obtained

by creating a system where the phase of the particle changes during some cycle, with

the equivalent magnetic �ux through any closed loop given by the change of phase

around that loop [173]. This can be achieved for example through a spatial lattice

with position dependent hopping parameters [57] or by controlling an internal degree

of freedom [174, 175]. These arti�cial magnetic �elds have opened a new range of
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applications for controlling light, and replicating the physics of electrons in magnetic

�elds [176, 177, 59].

A related idea can be understood by looking at the paraxial approximation to

the Helmholtz wave equation, Eq. 1.26. The beam propagation direction z takes the

place of time in the Schrödinger equation. Hence a material which breaks z-reversal

invariance is the paraxial equivalent of a two-dimensional electronic system with

broken time reversal invariance, leading to topological protection [54].

These current approaches to generating arti�cial gauge �elds for light generally

assume that two polarisations, or similar degrees of freedom, decouple. This allows

arti�cial gauge �elds to appear in each polarisation, but leaves open the possibility

that the overall gauge �eld is trivial. For example, the proposal by Rechtsman et

al., assumes that only one polarisation is present [54]. Similarly that by Hafezi et

al [57], for topologically robust delay lines, assumes that countercirculating resonator

modes are decoupled, and so it is possible to selectively drive one or the other. In

these cases, Eqs. 5.12 to 5.14 can be applied to each polarisation individually.

However, polarisation coupling might destroy the topological order. For example

back-scattering from one polarisation into the other could mix edge states, causing

a gap to open.

In order to be sure of true topological protection, we need to �nd an invariant

which accounts for the propagation and coupling of both possible polarisations. In

this chapter we will show that when both polarisation and phase vary we can describe

the evolution with a non-Abelian gauge �eld, in contrast to the Abelian magnetic

�eld which describes varying phase only. Non-Abelian �elds play a central role in

fundamental high-energy physics. Since being introduced by Wilczek [178, 179] arti-

�cial non-Abelian �elds have been proposed in systems ranging from polaritons [180]

to cold atoms [181, 182, 183, 184]. We show that there is an integer, derived from

our non-Abelian �eld, which characterises the topological order of both orthogonal

polarisations. This integer is a topological invariant even in the presence of polari-

sation mixing. Although this quantity is, we believe, a Chern number in the general

sense [185, 186], it is not generally given by applying Eqs. 5.12 to 5.14 to a single

sheet of the dispersion surface.

Non-Abelian gauge �elds in optics have been studied previously, noticeably by

Bliokh. Indeed [187] explicitly constructs a non-Abelian evolution operator for light

rays in an anisotropic medium. Previous work concentrates on the dynamics of

wavepackets travelling under the in�uence of such a non-Abelian �eld, and shows

that rays of light experience a polarisation dependent de�ection and a precession of

the Stokes vector [187, 188]. We argue that this type of non-Abelian gauge �eld can

be applied to the description of photonic bands in a periodic system in the paraxial

approximation, and derive a topological invariant associated with the windings in
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the gauge �eld. This invariant may be of use in future work designing systems with

robust edge states in the presence of polarisation coupling.

5.2 U(1) invariants in the presence of polarisation

coupling

The U(1) invariant discussed in section 5.1.2 describes phase windings in scalar

�elds. For a vector �eld, we may naively attempt to calculate the Chern number by

applying Eq. 5.14 with a dot product over the vector index in Eq 5.12. Indeed when

the two polarisations (or spins) are not coupled, we can treat each as a scalar �eld,

and calculate the resulting band structure. Since the polarisations are decoupled,

there will be edge states between trivial and non-trivial materials which lead to spin

polarised transport. Since there is no coupling between polarisation, photons of one

spin will not scatter into the orthogonal polarisation. However, when the polarisa-

tion is allowed to vary, and there is coupling between the two polarisations, these

edge states will no longer be robust, and the bands of each polarisation cannot be

treated separately. To illustrate this, we will consider a particular e�ective medium,

where the polarisation described by each band is allowed to vary with ~k. We will

show that in this case the U(1) winding number of a loop in k space may not be an

integer.

5.2.1 Example: chiral biaxial material

As we have seen previously, for example in sections 1.3.1 and 2.1.2, the evolution

of a paraxial beam of light along the axis of the beam (taken to be the z axis) is

described by the paraxial wave equation with a form identical to the Schrödinger

equation [50, 99] for a particle in two dimensions

Ĥ ~E = ikz
∂ ~E

∂z
, (5.15)

where the paraxial Hamiltonian, which depends on the material in question, acts on

the two-dimensional transverse electric �eld envelope ~E = (Ex, Ey)
T .

When we say that the polarisations decouple for a particular system, we mean

that the Hamiltonian is simultaneously diagonalisable at each point in k-space.

For example in a homogeneous, isotropic medium the Hamiltonian is simply that

associated with a free particle Ĥ = −∇2
⊥/2 ≡ k2

0p
2/2, where ~p = ~k⊥/k0 is the

transverse momentum divided by the vacuum wave vector. A more complex paraxial

Hamiltonian describes materials which are inhomogeneous, chiral etc. However, as

long as the Hamiltonian is diagonalisable we can treat each polarisation component



5.2. U(1) INVARIANTS IN THE PRESENCE OF POLARISATION COUPLING119

separately. For a material periodic in x and y we use the Bloch functions to calculate

the Berry phase

Aσµ = i 〈σ, k| ∇µ |σ, k〉 , (5.16)

which gives the phase of each scalar �eld in terms of the phase at a �xed point k0

and a path C linking the two points

|σ, k〉 = exp

(
i

∫
C

~Aσ · dl
)
|σ, k0〉 . (5.17)

From this we can calculate the Berry curvature

~F σ = ~∇× ~Aσ. (5.18)

The Chern number associated with each polarisation is the integral of the Berry

curvature over the Brillouin zone divided by 2π and is an integer [38];

Cσ =
1

2π

∫∫
BZ

~F σ · d2k. (5.19)

We now consider a material which is not simultaneously diagonalisable at dif-

ferent k-points, a chiral biaxial material. We have already seen the paraxial Hamil-

tonian for propagation close to the optic axis of a biaxial material, Eq. 1.24. For

convenience, it is repeated here;

Ĥ =
1

2
p2I + ~S · ~Q. (5.20)

Here ~S = {σ1, σ2} is the vector of Pauli matrices in a circular polarisation basis and
~Q = {Apx, Apy} where A is a measure of the biaxiality of the medium. Since Ĥ is

a linear combination of Pauli matrices whose coe�cients depend on p, it will not

commute at di�erent points;[
Ĥ(~p), Ĥ(~p ′)

]
= A

[
pxσx + pyσy, p

′
xσx + p′yσy

]
(5.21)

= 2iA(pxp
′
y − p′xpy)σz. (5.22)

Since this is generally non-zero, the matrix cannot be diagonalised simultaneously

at di�erent ~p.

The bands for a biaxial material, which are the eigenvalues of the Hamilto-

nian 5.20 as a function of p, are plotted in Fig. 5.2(a). As we saw in chapter 4 in the

absence of chirality, these bands are the paraxial approximation to the dispersion

surface. They give the propagation constant kz, which plays the role in the paraxial

wave equation 5.15 played by energy in the Schrödinger equation. This propaga-

tion constant is expressed in terms of the (small) o�-axis momentum ~p, by solving

the relation ω(~p, kz) = ω0, expanded in powers of p. As Eq. 5.20 stands, there

are two bands, one for each polarisation. With the addition of a periodic potential
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Figure 5.2: Energy levels of Hamiltonian Eq. (5.20), which represent the paraxial
propagation constant nk0 as a function of the transverse momentum p, with Γ = 0
and Γ = 0.2.

(varying average refractive index) these bands would fold back at the Brillouin zone

boundary.

Since there is no gap we cannot unambiguously label each band and so we cannot

calculate the Berry �ux through each band. To open a gap we introduce a small

chirality Γ [155]. The Hamiltonian, Eq. 5.20, has the same form but there is now

a constant energy splitting between right and left circular polarisations given by a

term proportional to σz,

~S = {σ1, σ2, σ3} (5.23)

~Q = {Apx, Apy,Γ} . (5.24)

The eigenvalues of this Hamiltonian, which give the propagation constant as a func-

tion of the perpendicular momentum for each polarisation, are

H± =
1

2
p2 ± A

√
p2 + γ2 (5.25)

with γ = Γ/A. These are shown in Fig. 5.2(b). The chirality lifts the degeneracy

between the two bands at p = 0 which would otherwise form a conical intersection,

and allows us to consider the winding number of each band separately.

The bandstructure described by the eigenvalues, Eq. 5.25, is the paraxial ap-

proximation to the iso-frequency surface similar to those described in chapter 4, but

with the addition of chirality. In this approximation the bands are in�nite, but we

will be primarily concerned with the Berry curvature in a region near p = 0. As we

shall see the size of the non-trivial region is determined by γ. In the following we

will mainly be concerned with loops in k-space which will not necessarily coincide

with the Brillouin zone of a periodic crystal. If some periodicity is introduced then

there may be additional �ux at the Brillouin zone boundary. If the periodicity is

over a length scale a then the bands will fold back at the Brillouin zone boundaries

at |p| ≈ π/a. If γ � π/a then the �ux through the centre of the band will be of

primary importance for the paraxial approximation.
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Figure 5.3: Polarisation and instantaneous �eld of the eigenvectors of Eq. (5.26)
in a Cartesian basis. The �elds are circular at the centre and increasingly elliptical
away from the origin. The angle of polarisation rotates by π around the centre
as the phase also increases by π. Note that depending on the choice of sign of
γ, the elliptical polarisation in v+ advances clockwise and in v− anti-clockwise or
vice-versa.

Outside of the paraxial approximation, i.e. for large p, the surfaces of 5.2 con-

tinue to curve, and the lower surface will cross the gap again rather than continuing

to separate. The whole surfaces will be similar to Fig. 4.3(c), with the addition of

gaps at each intersection point. However, neglecting the wider surfaces is equivalent

to neglecting scattering from paraxial rays to non-paraxial rays, which are outside

the scope of the paraxial approximation. Additionally, we have seen in the previous

chapter that allowing a negative dielectric constant means the two surfaces will have

opposite curvature, and will not cross the gap even outside the paraxial approxima-

tion. Such a system with uniaxial anisotropy was considered in [55], and was argued

to be a photonic topological insulator.

The normalised eigenvectors of Eq. 5.20 with chirality (i.e. using Eq. 5.23) are

v̂± =

(
γ ±

√
p2 + γ2

peiφ

)
1

√
2
√
p2 + γ2 ± γ

√
p2 + γ2

. (5.26)

These are plotted in Fig. 5.3. Here φ = arctan(py/px) is the angle in momentum

space. We plot the real part of the vector, to show the relative phase at di�erent

points, as well as the polarisation ellipse traced out by Re[exp(iωt)v̂±]. At the origin,

the modes are circularly polarised with the chirality splitting the propagation of left

and right polarisations. Away from the origin both beams become increasingly

linearly polarised. Note that around either eigenmode there is a π rotation of the
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angle of elliptical polarisation. This pattern is similar to the conical refraction beam,

but the presence of the σz term means the eigen�elds are well de�ned, even at p = 0.

0.1

0.2

0.3

0.4

0.5
γ

2 F

0 1 2 3
p /γ

Figure 5.4: Cross section of Berry �ux for lower band of a chiral biaxial material
calculated using Eq. 5.12 to 5.14 and taking the dot product over the vector index.
It is �nite at p = 0 and falls o� with increasing p in a range ∼ γ.

Since, in the presence of chirality, the band-structure consists of two separate

bands, we might naively attempt to calculate the Berry phase around some loop of

each band separately, using Eq. 5.14, much as we would calculate the Chern num-

ber of each non-degenerate energy level in an electronic band structure. However,

calculating the Berry �ux of the lower band gives

F =
γ

2 (p2 + γ2)3/2
. (5.27)

This is plotted in Fig. 5.4. This �ux, in units of 1/γ2, is centred around p = 0 with

a full width half-maximum of ≈ 0.76γ. The integral of F over the whole sheet is π.

Hence the Chern number appears to be

Cn =
1

2π

∮
F · dΩ =

1

2
, (5.28)

which is not an integer. Of course, this calculation is over an open sheet and not

a periodic Brillouin zone. However the �ux is zero away from the centre of the

band and for a scalar �eld this calculation would tell us the winding of the phase

around this central point. Even though at each point in k-space the lower band

describes a single polarisation, this polarisation varies around k-space and so this

naive approach to calculating the invariant fails.
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5.2.2 Homotopies between U(1) vortices

To make further progress in understanding the invariants associated with loops in

k-space when polarisation varies, it is helpful to introduce the mathematical concept

of a homotopy class [11]. One way of describing a topological space is to consider

closed paths in this space, and to identify paths which can be smoothly deformed

into each other. Two paths are homotopic if there exists a continuous function

which interpolates between them while always keeping the start and end points

�xed. In a space such as Rn, any two paths are homotopic. However, in a space

such as R2 − {0}, paths which wind around the origin a di�erent number of times

are distinct. The equivalence class of paths, i.e. the set of all distinct paths, is called

the homotopy group, denoted by π. The homotopy group of U(1), denoted

π(U(1)) ∼ Z, (5.29)

is isomorphic to the integers. Since an element of U(1) is just a complex number of

unit norm, the homotopy class can be described by the integer number of times the

phase changes by 2π around the loop. This is why the U(1) Chern number, which

counts the number of times the U(1) phase in the wavefunction changes around

singular points, is an integer.

However, when polarisation is allowed to vary, a path in the space of possible

two-dimensional �elds which contains a phase vortex is actually homotopic to a

path with no vortex, i.e. one can be smoothly deformed into the other. For example

consider the �eld exp(iφ)(1, 0)T , with φ parameterising some closed loop in k-space.

This loop has U(1) Chern number C = 1, but can be smoothly deformed to the

trivial loop (0, 1)T by the homotopy

E(φ, t) =

(
eiφ cos(tπ/2)

sin(tπ/2)

)
(5.30)

with t ∈ [0, 1]. This homotopic transformation is shown in Fig. 5.5. Considered as

a function of t, this map smoothly interpolates between E(φ, 0) = eiφ(1, 0)T and

E(φ, 1) = (0, 1)T . In addition for any t, although the endpoint doesn't remain �xed,

the loop remains closed, i.e. E(2π, t) = E(0, t)∀ t, and so the transformation is

a smooth homotopy. The resulting vortex free �eld can be returned to the same

polarisation (1, 0)T as the initial �eld by a similar deformation.

5.3 Non-Abelian gauge �elds in paraxial optics

The reason why the U(1) invariant does not capture the full change in the �eld over

a closed loop is that we cannot write a general two dimensional complex �eld at

some point in k space as simply a phase times the �eld at a reference point, as we did
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t=0

Figure 5.5: Illustration of homotopy, given by Eq. 5.30, between a �eld with a vortex
and a �eld with uniform phase. As the parameter t varies, the homotopy smoothly
interpolates between a circular polarised �eld with a phase vortex, through varying
elliptical polarisation, to a �eld which is uniformly circularly polarised with uniform
phase.
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for a scalar �eld in Eq. 5.17. In the following we will be considering the eigenvectors

of Hermitian Hamiltonians which appear in the paraxial wave equation. These have

orthogonal eigenvectors which are always normalisable, and are uniquely de�ned so

long as the Hamiltonian has no degeneracies. The most general relation between

such a �eld at two ends of a path is

~E(~p) = U(~p, ~p0) ~E(~p0) (5.31)

where U is a unitary 2 × 2 matrix. Unitarity is required so that the �eld has non-

zero intensity everywhere. As in the U(1) case a zero of the intensity can hide a

discontinuity which would allow the phase winding to unravel.

The unitary transformation Eq. 5.31 consists of an overall phase multiplied by

a special unitary matrix

U = eiδ

(
α β

−β∗ α∗

)
(5.32)

with |α|2 + |β|2 = 1. Here δ, α, and β will all depend on the point in k-space and

possibly on the path taken to arrive there.

The matrix U changes the phase of the �eld and also the relative phase and

amplitude of Ex and Ey, i.e. the polarisation. Again, this change can be incorporated

in the de�nition of the states by choosing a local phase reference, but also a local

polarisation basis. Then Eq. 5.31 can be interpreted as a local change of basis. This

change from a global symmetry (the freedom to choose a polarisation basis) to a

local one (the freedom to choose an independent basis at each point) is equivalent

to the introduction of a gauge �eld [189]. Once again though this choice can only

be made once at each point. If the phase and polarisation change when the system

is taken through a closed cycle, then this change is gauge independent. The gauge

freedom described by Eq. 5.31 is a U(2) gauge.

A two level paraxial Hamiltonian will have two eigenvectors E1,2(~p, z). Recalling

that z plays the role in the paraxial wave equation played by time in the Schrödinger

equation, then the equivalent of an adiabatic transformation is a gradual change in

~p along the beam axis. We can describe the evolution of the phase and polarisation

in z by the action of a non-Abelian �eld with U(2) symmetry, just as the spatially

varying phase of a wave-function under an adiabatic transformation is equivalent to

a magnetic potential.

The eigenvector at a point ~p is related to the eigenvector at an in�nitesimally

distant point
~E1(~p0 + δ~p) = (I + iA(~p0) · δ~p) ~E1(~p0). (5.33)

by the gauge �eld A, each component of which is now a matrix. The operator U

which describes �nite displacements is obtained by matrix exponentiation. However,
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A is not completely de�ned by its action on a single vector, we also need to consider

the other eigenvector at each point which is orthogonal:

~Ei · ~Ej = δij. (5.34)

Propagation in a particular medium is characterised by the e�ect on both orthogonal

polarisations at each point. Taking two such orthogonal basis vectors at each value

of the momentum we �nd

i ~Aij = Ej · ∇kE
i. (5.35)

This gives the matrix-valued Berry connection between the two �elds at nearby

points. Here the over-line refers to complex conjugation. The indices i and j refer

to the �rst and second polarisation vectors, while the dot product is over the com-

ponents of these vectors in some given basis. The vector nature of A comes from

the vector ∇ which has a component for each dimension of ~k. Hence ~A is a vector

of two by two matrices.

Looking back at the example of the homotopy Eq. 5.30, between a �eld with a

vortex and one without, we can see why it is necessary to consider two orthogonal

polarisations. While this homotopy removed a vortex from one polarisation, to

maintain orthogonality at all times it would be necessary to also insert a vortex into

the other polarisation. Hence when considering the two polarisations we see that we

have not truly removed the winding, but merely transferred it from one polarisation

to the other. The total number of windings is the same, We will make this more

precise when we calculate the topological invariant associated with the non-Abelian

Berry connection Eq. 5.35.

It is worth noting that just as the Abelian gauge �eld described in Eq. 5.7 cou-

ples the wavefunction to the electromagnetic �eld, non-Abelian gauge �elds describe

the coupling between wavefunctions and more complex forces, such as the weak

and strong nuclear force. Hence the paraxial wave equation which has a Hamilto-

nian whose eigenvectors give a non-Abelian Berry connection 5.35 is analogous to

a Schrödinger equation describing particles being acted on by such a higher order

�eld. The nature of the force depends on the group of gauge symmetry, i.e. the

group of all possible gauge transformations which leave the Schrödinger equation

invariant. Beams with varying polarisation can thus act as a simple model for the

coupling of matter to non-Abelian gauge �elds.

5.3.1 Calculation of �nite operator

By de�nition, a non-Abelian gauge �eld A is one which does not commute at di�erent

points. As A is matrix-valued (indeed we will see that it is in the Lie algebra u2)

we will have in general that [
A(~k), A(~k′)

]
6= 0. (5.36)
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The matrix exponential is de�ned through its Taylor series, which will mix terms

with A at di�erent points. It is therefore necessary to use the path-ordered expo-

nentiation, which will keep track of the ordering of these factors,

U(φ) = P
{

exp

(
i

∫ φ

0

Aϕ(φ′)dφ′
)}

(5.37)

= lim
N→∞

eiA(φN )∆t . . . eiA(φ2)∆teiA(φ1)∆t, (5.38)

where Aϕ = ~A · d~l/dφ gives the component of A along the path l̂. The operator

evolves the state along each in�nitesimal part of the path in order, always moving

along earlier parts before later ones.

Since the eigenstates are presumed normalised, we can show that A is Hermitian:

the diagonal elements are real and the o�-diagonal elements are related by complex

conjugation.

∇(E
i · Ej) = 0 = E

i · (∇Ej) + (∇Ej
) · Ei

= iAji − iAij

⇒ A
ij

= Aji. (5.39)

Hence A can be written as a linear combination of the identity and the Pauli ma-

trices. We write

Aµ(φ) = aµ0(φ)I + ~aµ(φ) · ~σ. (5.40)

Note that ~aµ = {aµi } has a spinor index i ∈ {1, 2, 3} and a vector index µ ∈
{px, py}. Since the identity I commutes with all the Pauli matrix, we can bring this

contribution from each term to the front of (5.38) and separate them from the path

ordered integral,

U(φ) = exp

(
i

∫ φ

0

a0(φ′)dφ′
)
P
{

exp

(
i

∫ φ

0

~a(φ′) · ~σ dφ′
)}

. (5.41)

The �rst factor has the form of a global Berry phase acting on both polarisations

while the second factor is a path ordered integral in SU(2) accounting for an overall

changing of the polarisation described by each band as we move along the path.

5.3.2 U(2) topological invariants

We now describe how to calculate the homotopic invariant associated with the trans-

formation given in Eq. 5.41. This operator U(φ), for a given value of φ, is a unitary

matrix of dimension two. However, considered as a function of φ, it is a closed

loop in the topological space of all two-dimensional unitary matrices, U(2). Hence

we can consider the homotopy class of such loops. Because U(2) ∼ U(1) × SU(2)
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are isomorphic as groups, as can be seen from the general form of a unitary matrix

Eq. 5.32, the homotopy group

π(U(2)) = π(U(1))× π(SU(2)) (5.42)

is given by the product of the homotopy groups [190]. Since SU(2) has a trivial

homotopy group (all loops are contractible), the homotopy group of U(2) is the

same as the homotopy group of U(1), which is the set of integers.

Although the homotopy groups are the same, we have seen already that the way

in which loops are classi�ed in this group is di�erent. We seek a formula which will

tell us the U(2) integer invariant for a pair of orthogonally polarised bands. The

winding number which should be associated to a loop in U(2) is in fact the U(1)

winding number of the determinant of the U(2) matrix along the path.

To see this consider two continuous loops in U(2), i.e. continuous U(2)-valued

functions

M,N : [0, 2π]→ U(2) (5.43)

with M(0) = N(0) = M(2π) = N(2π) = I. Let the winding number of the

determinant of a matrix be denoted, e.g.,

γN =
1

2π

∫ 2π

0

dφ′ det(N(φ′))
∗
∂φ′ det(N(φ′)). (5.44)

We claim that M ∼ N is a homotopy if and only if γN = γM .

First assume that N ∼ M . Then by the de�nition of homotopy there exists

a continuous function G(φ, t) such that G(φ, 0) = N(φ), G(φ, 1) = M(φ), and

G(0, t) = G(2π, t) = I for all t. The �rst two properties ensure that γG(0) = γN

and γG(1) = γM . The third ensures that γG(t) is always an integer. Since γG(t) is

a continuous function to the integers it must be constant.

Next assume γM = γN . The paths N(φ) and M(φ) are clearly homotopic to

their diagonals at each point N ∼ DN , M ∼ DM . Note that they need not be

simultaneously diagonalisable, we can diagonalise them independently at each value

of φ, since any unitary matrix is diagonalisable. Since the eigenvectors are always

orthogonal, there is no ambiguity in smoothly labelling each eigenvalue. Further-

more the determinant is invariant under this change of basis so γDN = γDM . Since

the matrix is unitary the eigenvalues are of the form exp(if(φ)) ∈ U(1) which are

each homotopic to exp(imφ) for some integer m. Two diagonal unitary matrices

with linear phase can be related by the explicit homotopy

G(φ, t) =

(
eiφ((1−t)m1+tn1) 0

0 eiφ((1−t)m2+tn2)

)
(5.45)

assuming that n1 + n2 = m1 + m2. (To see that this is necessary consider the

determinant

det(G(2π, t)) = exp{(i2π(m1 +m2 + t((n1 + n2)− (m1 +m2))))} (5.46)
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which should be equal to one for all t because det(G(0)) = 1 and we require the

loop to remain closed.) Hence we conclude M ∼ N if and only if γN = γM , i.e. the

winding numbers of their determinants are equal.

Taking the determinant of the in�nitesimal expansion Eq. 5.38 and using the

matrix identities

det(AB) = det(A) det(B), (5.47)

det(exp(L)) = exp(Tr(L)), (5.48)

we �nd that

det(U(φ)) = det
(

lim
N→∞

eiA(φN )∆t . . . eiA(φ2)∆teiA(φ1)∆t
)

(5.49)

= lim
N→∞

det
(
eiA(φN )∆t

)
. . . det

(
eiA(φ1)∆t

)
(5.50)

= lim
N→∞

eiTr(A(φN ))∆t . . . eiTr(A(φ1))∆t. (5.51)

The trace of the gauge �eld, A, is simply a complex number, so the path ordering

is trivial and can be neglected, giving

det(U(φ)) = exp

{(
i

∫ φ

0

Tr(A(φ′))dφ′
)}

. (5.52)

Since the Pauli matrices are trace-less the winding number is

γ =
1

2π

∫ 2π

0

Tr(a0(φ′)I)dφ′ =
1

π

∫ 2π

0

a0(φ′) dφ′. (5.53)

More generally, without parameterising the path, the gauge invariant winding num-

ber around a general closed loop c is

γ =
1

π

∮
c

a0 · ~dl. (5.54)

This integral characterises the winding of the phase and polarisation around a loop

in phase space. When the path c is the boundary of the Brillouin zone, this inte-

ger characterises the bands describing two orthogonal polarisations. Equation 5.54,

along with Eq. 5.35, gives a simple formula to calculate the homotopy invariant

associated with the change in both phase and polarisation around a loop in momen-

tum space for propagating paraxial beams of light in a medium with polarisation

coupling. This is the sum of the phase winding numbers in the two orthogonal po-

larisations. Although the twisting of the polarisation does not explicitly appear in

the U(2) invariant Eq. 5.53 it allows phase windings to move between the two polar-

isations meaning that the naive U(1) number for either mode is not invariant. Note

that if the Hamiltonian H had been simultaneously diagonalisable at each point,

we could have carried through the same analysis, with all matrices being diagonal.

There would be no way to move vortices between the eigenvalues of a0, and the

trace in Eq. 5.54 would be the sum of two integers which were each independently

invariant, i.e. the U(11) Chern numbers of each scalar �eld.
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5.4 Non-Abelian gauge �eld of a chiral biaxial

material
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Figure 5.6: The four matrix coe�cients of the x component of the non-Abelian
gauge potential A, describing the eigenmodes of a chiral biaxial medium. The panels
correspond to the coe�cients of the potential expressed as a linear combination of
the identity and the Pauli matrices, i.e. ~A = a0I + ~a · ~σ. These are density plots of
γAx as a function of ~p/γ. In this gauge (see text) the y component is equivalent
but rotated by 90◦.

As an explicit realisation of the general physics discussed above, we return to

a chiral biaxial medium, and compute both the gauge �eld and the invariant. Us-

ing Eq. 5.35 and the eigenmodes Eq. 5.26 the arti�cial gauge potential, in polar

coordinates (p, φ), is

Ax = −sin(φ)

2p
I− sin(φ)

2
√
p2 + γ2

σ1 −
cos(φ)γ

2(p2 + γ2)
σ2 −

sin(φ)γ

2p
√
p2 + γ2

σ3 (5.55)

Ay =
cos(φ)

2p
I +

cos(φ)

2
√
p2 + γ2

σ1 −
sin(φ)γ

2(p2 + γ2)
σ2 +

cos(φ)γ

2p
√
p2 + γ2

σ3 (5.56)
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The potential is shown in Fig. 5.6. Note that as φ and p are varied, the potential

and �eld will have di�erent coe�cients of the Pauli matrices. Hence the �elds at

any two points will generally not commute, and we have a true non-Abelian �eld. In

the chosen gauge the potential exhibits dipole like patterns in each component. The

non-trivial p-dependence of all four components is a consequence of the fact that

the phase, the ellipticity, and the angle of polarisation are all varying. However, the

potential A is gauge dependent and could look quite di�erent in a di�erent gauge.

Hence the details need not be over-analysed.

γ2F3

γ2F1

-1.0

-0.5

0.0

0.5

1.0

γ
2 F

0.0 0.5 1.0 1.5 2.0 2.5 3.0

p /γ

Figure 5.7: The two components of the non-Abelian �eld strength F = F1σ1 +F3σ3

for a chiral biaxial material are shown as cross sections at constant angle. The
two components are circularly symmetric around the origin. Note we plot γ2F as
a function of p/γ. The x component is negative in�nite at the origin while the z
component is �nite everywhere. Both components approach zero for p� γ.

The resulting �eld is calculated from a non-Abelian potential

F = ∂pxAy − ∂pyAx − i [Ax, Ay] . (5.57)

Note the extra term −i[Ax, Ay] in the calculation of the �eld from a non-Abelian

potential, which is not present for an Abelian �eld. This term must be present to

construct a gauge invariant Lagrangian for a non-Abelian �eld [189], and is only

absent from an Abelian theory because it is always zero.

In the case of the chiral biaxial material we �nd that the resulting �eld is

Fz = − γ2

p(p2 + γ2)3/2
σ1 +

γ

(p2 + γ2)3/2
σ3. (5.58)
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This is plotted in Fig. 5.7. The �eld has two components, proportional to σ1 and

σ3 respectively. As we can see it is con�ned to a region of order γ around the

origin. Both components are positive and fall o� with increasing distance. These

components are gauge invariant, and represent the strength of arti�cial non-Abelian

gauge �eld experienced by rays of light with given transverse momentum. The

component proportional to σ1 is in�nite at the origin, as the �elds there are circularly

polarised and the angle of polarisation is not well-de�ned. The term proportional

to σ3 is �nite everywhere.

The topology of the potential Eq. 5.55 can be understood by considering a cir-

cular path around the origin at large p, compared to γ. Taking the limit gives

lim
p/γ→∞

~A · d~p =

(
1

2
I +

1

2
σ1

)
dφ (5.59)

with d~p = pdφ̂. As we move along this circle the phase of each polarisation increases

at a rate of π per revolution, as shown by the I/2 term. However, the polarisation

is also rotating at the same rate, as shown by the σ1/2 term. This explains the half-

integer U(1) Chern number which only accounts for the increasing phase. However,

we can now calculate the U(2) Chern number along a similar loop. Eq. 5.55 gives

a0 = (sin(φ)/2p,− cos(φ)/2p)T I. Thus ~a0 · d~p = I/2 giving

γ =
1

2π

∫ 2π

0

Tr

{
1

2
I
}

dφ′ = 1. (5.60)

The topological invariant associated with the simultaneous evolution of both polari-

sations is an integer. The half-windings in the phase of both eigenmodes add rather

than cancelling meaning this is a topologically non-trivial state. The example of

a chiral biaxial material therefore is a non-trivial material which may lead to de-

signs with topologically robust edge states when it shares an interface with a trivial

material such as the vacuum.

5.5 Conclusions

In conclusion, we have shown that the evolution of a paraxial beam of light along

the beam axis in a general medium is equivalent to the evolution in time of a particle

in two dimensions in the presence of a non-Abelian U(2) gauge �eld. In the absence

of polarisation mixing this gauge group is equivalent to a U(1) magnetic vector

potential acting on each polarisation. However, in the presence of disorder, or in

a material which allows the polarisation to change as the beam propagates, the

winding number associated with a single polarisation is not an integer invariant.

Instead there is an integer associated with the equivalent non-Abelian �eld which

describes the propagation of both polarisations.
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It is interesting to note that this U(2) gauge potential can be split into a U(1)

term, corresponding to overall phase, and an SU(2) term corresponding to polar-

isation mixing. This is analogous to the splitting of the electroweak force into a

electromagnetic U(1) gauge �eld and the weak nuclear SU(2) gauge �eld. Photonic

systems designed to control both the phase and polarisation of propagating light

could therefore simulate the presence of a combined electroweak force. More gener-

ally this gives a simple and accessible way to construct non-Abelian arti�cial gauge

�elds which are of considerable present interest [191, 192, 180].

The results of this chapter can be directly compared to our results on angular

momentum in chapters 2 and 3. In both cases we have shown that the phase of

an electric �eld can change by a multiple of π around a closed loop as long as

the polarisation rotates by a similar amount. We have described this e�ect in two

di�erent ways, concentrating on the quantities of interest in both �elds; optical

angular momentum for vortex beams in real space, and topological invariants and

homotopy classes for vortices in reciprocal space. The conclusion that the calculation

of a half-integer Chern number is incorrect may seem at odds with the claim of

half-integer generalised angular momentum. A physical beam with a particular

polarisation and phase structure can indeed carry a half-integer angular momentum,

while its orthogonal partner, which would also have half-integer generalised angular

momentum, need not be present in the experiment. However, when we consider the

class of paraxial Hamiltonians which act on both spin components in a way which

is time-reversal invariant, we see that we cannot separate one polarisation from the

other. However, there is a winding number of the U(2) gauge �eld which includes

both polarisations and is an integer.

The recent appearance of many papers which calculate topological invariants for

time-reversal invariant photonic systems, using arti�cial gauge �elds, chirality etc.

are largely based on a formula for the Chern number of a scalar �eld. Using the

results of this chapter, the full invariant in the presence of polarisation coupling can

be calculated simply. Future work exploring speci�c realisations of this physics in a

periodic lattice, and the consequences for edge states, is currently planned and will

provide further insight into the nature of this invariant.





Chapter 6

Concluding remarks

In this thesis we have discussed three di�erent subjects, linked through the recur-

ring themes of topology and inhomogeneous polarisation. Here we provide a brief

summary of the work, set it in the context of other work in the �eld, and suggest

some possible future directions.

We have explored the possible forms of total angular momentum of a beam of

light whose polarisation and phase are both allowed to vary in space. Using the

paraxial approximation to describe the two-dimensional transverse �eld led us to

consider a general form for the angular momentum, which is a linear combination

L+ γS of the spin and orbital components. This angular momentum is the genera-

tor of a rotation of the image and the polarisation by a �xed ratio. The generalised

angular momentum has a complete set of continuous and single-valued eigenmodes

when γ is either integer, or half-integer. When γ is half-integer, the eigenmodes have

a half-integer winding in their phase around the beam which is compensated by a

half-integer rotation in the angle of the polarisation ellipse. We have constructed

a second quantised theory of this angular momentum and used it to calculate the

statistics of the angular momentum current for a variety of states, providing an ex-

perimental probe of quantisation. For integer γ, the spectrum of angular momentum

is an integer multiple of ~, while for half-integer γ the spectrum is a half-integer

multiple of ~. The restriction to the two-dimensional transverse �eld thus leads to

an unexpected, half-integer angular momentum for photons.

To measure this fractional angular momentum we have built an interferometer

which rotates the image and the polarisation of the beam by di�erent amounts,

leading to constructive or destructive interference for di�erent eigenmodes at the

output. The angular momentum current is therefore the sum of the photon current
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at each output weighted by the angular momentum per photon of that mode. We

have measured the average angular momentum current per photon for the cases of

spin, orbital, and generalised angular momentum, and shown that for L+ S/2, this

is indeed an average of ~/2 per photon. Furthermore we have measured a reduction

in the shot noise for a coherent state which shows that the quantum of generalised

angular momentum carried by individual photons is indeed a half-integer (in units

of ~).

We have explored the creation of beams with inhomogeneous polarisation by

conical refraction in a hyperbolic metamaterial. These materials have one principal

dielectric constant which is negative, resulting from sub-wavelength layering of metal

and dielectric constituents. We have extended the theory to the general case where

the two remaining dielectric constants need not be equal. We have fully described

the surfaces which give the refractive indices for the two orthogonal polarisations

for any direction of propagation. These surfaces intersect linearly at four distinct

points. We have derived both a geometrical optics and a full di�raction description of

light propagating close to these intersection points. This theory includes absorption,

which is unavoidable due to the metallic elements. We have also considered some

possible implementations of such a material in the range where the e�ective theory

considered here is applicable.

Finally, we have examined the topological numbers associated with scalar �elds

in periodic structures, and shown that this classi�cation is not suitable to describe

vector �elds where the polarisation can change smoothly. We have shown that a

non-Abelian arti�cial gauge �eld is necessary to describe the U(2) group of possible

symmetries of a paraxial �eld, rather than the U(1) phase of a scalar �eld. This

non-Abelian �eld has an invariant associated with it which is an integer, just like the

naive U(1) Chern number which describes bandstructures of scalar �elds. However,

the Chern number for a single polarisation is not invariant if polarisation coupling

allows windings to move smoothly from one polarisation to the other. The line

integral of the trace of the non-Abelian potential around the Brillouin zone gives

the appropriate invariant, speci�cally the integer corresponding to the �rst homo-

topy classi�cation of paths in U(2) corresponding to paths in k-space. We have

illustrated these �ndings with the example of the bandstructure of a chiral biaxial

material, showing that this bandstructure is described by a non-Abelian �eld, with

an invariant C = 1.

Our work extends the study of optical angular momentum to true fractional an-

gular momentum, at both a classical and a quantum level. Beams where the phase

varies by a fractional multiple of 2π around the beam have previously been stud-

ied [101, 18, 102]. If this phase is carried by a scalar beam, then the remainder of

the phase change must happen at one or more discontinuities, destroying rotational
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symmetry. The beams we consider are continuous, single valued functions of the

azimuthal angle, and the fractional angular momentum is preserved under propa-

gation. Previous studies of fractional angular momentum in two dimensions have

focused on electronic systems [34, 193], in particular the fractional quantum Hall

e�ect [161]. By using the shot noise in a coherent beam to measure the quantum

of angular momentum, we have opened the way for the study of fractional quan-

tisation in beams of light. Measuring the noise in the angular momentum current

also measures the quantum of traditional quantities like the spin and orbital angu-

lar momentum, giving a method to measure these quantities at the quantum level

without the use of single-photon detectors [104, 194].

Our work on topology implies that invariants calculated for scalar �elds will

not provide robustness to disorder when polarisation coupling is considered. Since

generic disorder will mix polarisations, it is necessary to consider the full U(2)

invariant to design devices which are truly robust. The invariant we have found

gives a means to extend the classi�cation of paraxial bandstructures to the case

where the polarisation can vary in k-space in a non-trivial way. Furthermore the

associated gauge �elds give a simple and accessible model of non-Abelian gauge

�elds which are currently of signi�cant interest [191, 192, 180].

Future work on generalised angular momentum could concentrate on multi-

photon e�ects. Our interferometer acts on single photons in a linear way, with

each photon being measured independently. Although our shot noise measurement

shows that each photon carries a half-integer multiple of ~ of generalised angular

momentum, the question remains if this fermionisation has any e�ect on the statis-

tics. This question could be explored through calculations and measurements of

two-photon or multi-photon correlations between the outputs of the interferometer.

Of particular interest is the Hong-Ou Mandel e�ect [195], whereby two identical

photons incident on di�erent inputs of a 50/50 beamsplitter will always emerge

from the same output. For fermions the e�ect is reversed and both particles will

emerge from di�erent outputs. An interesting question is whether we could see the

fermionic nature of the generalised angular momentum states, perhaps by replacing

the beamsplitter with an element which acts on the image and the polarisation, such

as our generalised angular momentum interferometer.

It would also be interesting to examine more fundamental quantum mechanical

properties of photons in a generalised angular momentum state. For example work

on orbital angular momentum has shown that the quantum number l can be entan-

gled [41, 196], and that there is an action-angle uncertainty principle which governs

its measurement [197, 49]. Similar questions can be explored for a generalised an-

gular momentum state. Is there a corresponding uncertainty principle which limits

how accurately one can measure jγ? Can we have entanglement between photons
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with di�erent jγ, or entanglement between the spin and orbital angular momentum

in pairs of photons which are not eigenstates of spin and orbital angular momentum

but only of generalised angular momentum? In particular, can we devise novel tests

of Bell-like inequalities incorporating correlations of spin, orbital and generalised

angular momentum? All these questions could provide the basis of ongoing work.

The theory of conical refraction in a biaxial hyperbolic metamaterial presented

here is reasonably self contained. Additional calculations to fully describe the three

dimensional iso-frequency surface in the presence of absorption, and especially in

the case of anisotropic absorption, would be of interest. Additionally, the full e�ect

of chirality could be explored, in particular the existence and position of polarisation

singularities which should remain even when the refractive-index degeneracies are

lifted. Finally, it would be interesting to calculate the di�raction of a beam on which

propagates along the direction of the conical intersection, beyond the focal image

plane.

However, the main challenge is to manufacture an experimental sample which

is described by the e�ective medium theory used here with su�cient biaxiality to

observe conical refraction. As we have discussed, there is an extended range of

parameters for which this is possible. Nevertheless making a sample of su�cient

size, either by self-assembly or by nano-fabrication, will not be trivial.

Future work on topological invariants of periodic systems could focus on design-

ing particular systems which have non-trivial polarisation winding, with edge states

which are protected by the full U(2) invariant. The chiral biaxial material examined

in this thesis may act as a starting point for such a design. An interesting theoretical

extension would be to consider polariton systems, rather than simply linear photon-

ics. Polaritons, formed from coupling semiconductor excitons to light in a cavity,

can interact [198]. The e�ect of such interactions on the topological classi�cation

may open the way to a fractional quantum Hall e�ect of light [199, 200]. Since

polaritons are also spin one particles, the considerations of varying polarisation are

equally valid in these systems. The end goal of this path would be to have a full

library of possible terms including spin-orbit, interactions, etc. which could arise in

a photonic or polariton system, and to understand the e�ect of each of them on the

topology of the bandstructure.
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