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endoRSementS

"The Student Economic Review gives many students their first opportunity to 
publish a piece of academic written work. it thus supports and promotes the rigorous 
analysis, excellence in learning and persuasion that are essential building blocks for 
future careers and broader intellectual contribution. The collected contributions, now 
reaching into a third decade, constitute an elegant contribution to scholarship and 
erudition of which Trinity College can be proud."

John Fingleton
DPhil Oxford and former Chief Executive Officer of Fair Trading 

London
Editor, Ser 1987

“My involvement in the SER was an important defining point in my undergraduate 
experience atTrinity. It introduced me to the world of academia, the role and 
importance of academic publishingand the range of questions and depth of research 
possibilities in the discipline of economics. It has stood the test of time and grows 
stronger every year attracting the highest calibre of students.”

Carol Newman
PhD TCD,  Associate Professor TCD

General Manager, 1997 SER

Cián McLeod
Strategic Operations Specialist, Google Ireland 

General Manager, SER 2014

"Ever since leafing through a copy of the SER in my JF year, my ambition to become 
involved in this prestigious student society could not be curbed. Leading the committee 
through the year from the first workshop to the launch was an experience dotted along 
the way with enduring memories. From a three-day discussion about which tablecloth 
should be used for the workshop, to finally holding a copy of the review at the launch 
evening. I'm sure our friendships will last as long as the memory of my scrupulous 
organisation!" 
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Welcome from the 
General Manager

On behalf of the committee of the 32nd edition, it is my honour and privilege to 
welcome you to the 2017 Student Economic Review. 
The Student Economic Review is the oldest academic journal published by students 
in the world. Every year since 1987 we have published the work of the brightest 
Economic students in Trinity College Dublin, in order to support and showcase the 
talent of our peers. 
Indeed, the essays you will have the opportunity to read in this journal are among 
the finest economic thought pieces written this year. Each year, the SER, in con-
junction with the College Historical Society and the University Philosophical Soci-
ety, hosts debates on the most pressing economic issues. 
This year, we were privileged to host teams from Oxford and Harvard to debate on 
the feasibility of reparations to former colonies of the British Empire and the death 
of the American dream.
The rhetorical skill of the debaters impressed audiences, who were exposed to 
thought-provoking and innovative arguments. Overall, we are extremely proud to 
continue the tradition of organising inspiring debates which will surely leave a last-
ing impression on attendees. 
The success of these debates is due to the hard work of our Debates Convener, 
Mark Finn, whom we thank for his dedication towards the SER. Mark not only 
single handedly organised both the debates, but also ensured that the Trinity team 
emerged triumphant over the Harvard team after X years.
The SER also organises various talks and workshops with the aim of enriching our 
fellow students’ college life. This year, we invited our sponsors, Frontier Econom-
ics, who presented an insightful case study on how consulting firms use Economic 
concept to aid policymakers.
In addition, we hosted a workshop to assist Junior Freshman students in studying 
for their scholarship examination. 
In 2018, we have had an extremely high quality of submissions for our journal. 
We are grateful to all the people who have taken their time to submit essays for 
publication. 
The Editorial Board has had the immensely challenging, yet rewarding task of se-
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lecting the articles to be published in the journal. The work of our Editorial team, 
comprised of Keelan Beirne, Dinnaga Padmaperuma and Luke Hosford ensured the 
highest standard of this year’s edition. 
The 32nd edition of the SER would not be complete without the contribution of 
Katie Duffy and Mark Henessey who lead the production and launch of the jour-
nal respectively. Daniel Ferreira rounded up the team by helping us manage our 
accounts. The journal you hold in your hands today is a product of the combined 
efforts of what can only be described as one of the best Student Economic Review 
Committees.
We want to thank our patrons, Dr Tara Mitchell, Dr Ronan Lyons and Dr Michael 
Wycherley for providing us with all the advice one could need when producing a 
journal of this calibre Our extended thanks goes out to John O’Hagan, without 
whom this journal would not exist and who continues to support economic stu-
dents in appreciating their contributions to economics even now.
Their guidance was essential for ensuring that all our events went as smoothly as 
possible. 
Furthermore, we want to extend our gratitude to all the other staff of the Econom-
ics Department and the Alumni Office who have offered their support. We would 
like to thank our sponsors for their generous support, without which this journal 
would not have existed. I would like to thank our chief sponsor, Harry Hartford, for 
the immense support he has provided over the past ten years. 
The debates xix Welcome to the Review we organised this year were made possible 
by the generosity of Conor Killeen and Kyran McStay, of Key Capital, and Vinay 
Nair. As past Economics students of our college, your continuous support for aca-
demic endeavours is truly inspirational. 
Lastly, yet most importantly, I would like to thank my fellow committee members. 
While I have praise for each and every individual, I would like to particularly com-
mend the team effort that enabled us to achieve our goals for this year. I have a deep 
appreciation for the talent and commitment of everyone on our team. 
Our hope is that the 32nd edition of the Student Economic Review will meet your 
high expectations. What I can assure you is that our committee has aimed for ex-
cellence and, as a result, we think that you will consider this journal an insightful 
and exciting read.

Aditya Garg,
General Manager, SER Vol. XXXII
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Welcome from the Editor
I am delighted to have the privilege to welcome you to the 2018 Student Eco-
nomic Review. In the 32nd edition of the Review, we hope we have provided all 
undergraduate students at Trinity College Dublin the opportunity to display their 
creativity, knowledge and engagement in economics, and to receive recognition for 
the high standard of work they have displayed, to the high standard our predecessor 
have set in the past. 

As in past years, the volume and diversity in submissions reflects students’ interest 
and understanding of economics, alongside their ability to apply original and cre-
ative thinking to give novel perspectives and a wealth of topics. We sincerely hope 
the Review itself reflects the high level of diversity and engagement in the sub-
missions which we have received. The standard of submissions we received made 
the selection process an extremely difficult task, and unfortunately only a small 
proportion of essays submitted can be included. I would like to thank all those who 
submitted an essay for their interest in the review, and congratulate them on the 
quality of their work. I would also like to congratulate those who have had essays 
selected on their achievement given the quality of essays submitted.

This year’s Review is compiled of seven sections which I will briefly describe. The 
first section is Economic History, which displays student’s ability to learn lessons 
from the past and see their relevance for today’s world. This year’s first essay is 
Rebecca Fryer’s insightful analysis of the links between grain price fluctuations and 
Italian emigration at the turn of the twentieth century, and is followed by an essay 
which gives an original view on the causes of the great depression, by senior fresher 
Melissa Barrett. 

The Economic policy section highlights student’s engagement in policy issues and 
their ability to apply economic logic to these issues in an original and intelligent 
manner. The section opens with an essay investigating the issues and providing sug-
gestions for reform in the Irish ticket touting market, by Eoin Cambay.  Next, a 
comprehensive description of the failures of the war on drugs, and potential im-
proved strategies are provided by Ali Crighton, for which she was awarded the 
best Fresher essay prize. Arthaud Mesnard outlines the potential of modern crowd-
sourcing to solve difficult issues in society. The section concludes with an informa-
tive essay which details the way in which high switching costs prevent competition 
in the Irish Mortgage market, by Sibeal Wheatley.

Our third section this year is development economics, which is opened by Eimear 



xix

Student economic Review welcomeS

Flynn’s comprehensive analysis of the role of cocoa production in Ghana’s econo-
my, and recommends the role which would be desirable going forward. Mide Ni 
Ghriofa outlines the importance of human capital investment in development, and 
gives a comprehensive policy guide to maximising its returns, while Eilis O’Brien 
discusses the complex ways inequality can effect growth and the implications for 
development policy. 

For the first time in the history of the review, a behavioural economics section 
has been included, which highlights the increasing prominence the field has re-
ceived in recent times. An essay by Tamsin Greene Barker, Natali Gordo and Áine 
O’Gorman, describes how they applied behavioural theory to create a policy nudge 
which attempted to prevent students monopolising scarce seats in the library. Ju-
liette Weyand and Sophie Donnelly give their respective critiques of the classical 
assumption of perfectly rational actors made in the field of economics to conclude 
the section.

The year’s European economics section consists of just one essay, but that does not 
take away from the section’s quality. An interesting and comprehensive description 
of the existential challenges the Eurozone faces today are provided by Conor Judge, 
who also outlines three possible directions for reform in order for the Eurozone to 
prosper as an economic zone. 

This year’s Applied economics section consists of four essays which apply game 
theory and economic logic to analyse decision making in a political or international 
relations context. The section is opened by Doireann O’Brien’s use of economic 
logic and reasoning to analyse and describe the effects low voter turnout has on 
demand for redistributive policies among voters.  Winner of this year’s Dermot 
McAleese medal for best applied economics essay is Mide Ni Ghriofa, who uses 
game theory to provide an in depth analysis of the strategic interactions between 
vote seeking politicians and reform seeking campaigners in the 8th Amendment 
referendum campaign. Next, Protectionist measures and trade disputes have come 
firmly back into the economic agenda recently, and India Healy O’Connor provides 
a comprehensive game theoretic analysis of trade disputes, in the context of the 
recent Bombardier dispute between the USA and the UK.  In the concluding essay 
of the section, Marcel Jaensch utilises a game theory analysis to show the possible 
perfectly rational nature of the North Korean regime’s unpredictable and erratic 
behaviour.

The final section in this year’s Review is Economic Research, showing student’s 
ability to conduct quality independent research. The section opens with Michael 
Howard’s econometric analysis of the relationship between marijuana excise duties 
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and government education grants in Colorado, following the allocation of 10% of 
excise receipts to education as a political aid to legalisation. This year’s recipient of 
the Dermot McAleese medal, Ryan Clearly, impressively builds an original mod-
el to theoretically analyse individual’s decisions regarding money spent on health-
care. In the Review’s concluding essay, Mark Frahill uses econometric techniques 
to highlights the interesting impact military spending has on countries’ Olympic 
medal haul. 

I would like to take this opportunity to extend a special word of thanks to my fel-
low members of the editorial team, Luke and Dinnaga, for their endless work in 
selecting and editing the essays. They were a pleasure for me to work with, through 
what was a challenging but thoroughly rewarding and enjoyable process. I hope the 
Review reflects not only the quality of work we were presented with, but also the 
enjoyment we gained from working on it.

I would also like to thank our editorial team for their constant support. Aditya, our 
general manager, was always at hand to allow the process run smoothly and provide 
us with everything we need. Our production manager Katie worked tirelessly to 
ensure the Review attained the high standards which had been set for us by past 
committees. Mark, our launch manager has put in countless hours to make our 
launch as successful as possible. A special word of thanks to Mark and Daniel, who 
along with their own duties as fiancé and debates manager, provided the editorial 
team with much valued support during the selection process. I would also like to 
thank the 2017 committee for all the help and support they provided to the com-
mittee as we adjusted to the challenge of our new roles. 

Finally, I would like to take this opportunity to thank the Economics Department 
for their endless support of this publication. I would particularly like to thank Dr 
Mitchell, Dr Wycherley and Dr Lyons, firstly for giving me the privilege to be in-
volved in producing this year’s Review, and equally for their invaluable advice and 
help throughout the year. We very much appreciate how they have facilitated us to 
produce this year’s Review.

I now invite you to turn the page and begin reading the diverse selection of essays in 
this edition of the Student Economic Review, I hope you gain as many insights and 
enjoyment from reading these essays as I have. 

Keelan Beirne
Editor, SER Vol. XXXII
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SER Debates 2017/18
Each year, the SER hosts two inter-varsity debates, one against either Oxford or 
Cambridge and oneagainst either Harvard or Yale. This year’s debates, against Cam-
bridge and Harvard, were both held in conjunction with the University Philosoph-
ical Society (The Phil), who compete each year with the College Historical Society 
(The Hist) to host.

The debates offer an excellent way to for student to showcase competing economic 
ideas, articulatetheir viewpoint and defend it from opposing ideas, in particular 
ones of strong contemporaryrelevance. For those in attendance, the debates act as a 
fantastic way for people to see both debateand oratory at its highest level.

Trinity v Cambridge - November 23rd 2016
This House Believes The UK Should Pay Reparations To Former Colonies.

On Thursday the 16th of November the Student Economic Review (SER) began 
another year withits first of two annual inter-varsity debates co-hosted by the DU 
Philosophical Society (The Phil).

This term’s debate was against the University of Cambridge on the motion This 
House Believes the UK Should Pay Reparations to Former Colonies - a weaving of 
developmental economics and moral principles, leading to a packed Chamber of 
audience members eager to see the debate. 

The Trinity team was captained by Sophie Donnelly a Senior Sophister of Econom-
ics and Political Science with Ronan Mac Giolla Rua (a Senior Sophister of Mathe-
matics) and Ryan Cleary (aSenior Sophister of Economics) also representing Trinity. 

From the University of Cambridge was Alasdair Donovan, a Finalist of History, 
Jessica Van Meir, a M-Phil Candidate of Development Studies and Matt Hazell, a 
recent Graduate of Veterinary Medicine. Trinity were speaking on proposition and 
Cambridge on opposition. 

The debate was chaired by Professor Francis O’Toole, the Head of the Trinity Eco-
nomics Department and judged by Prof John O’Hagan chairing, the former Presi-
dent of the SER who was vital in the set up of the debates and has worked in Trinity 
since 1970 now being a Professor Emeritus. Joining him were Dr Sean Barrett, 
a former Senior Lecturer in the Economics Department and Senator for Trinity 
College and Hannah Beresford of the Class of 2017 who was awarded best speaker 
at the SER debate against Yale in 2015 and was a finalist of the Irish Times Debating
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Competition.

The GMB Debating Chamber was packed for the debate and raucous cheers rang 
out for the speakers. Trinity made the case that the UK had a principled obligation 
to pay reparations to the former colonies due to the harms of colonisation and that 
reparations could go a long way in the long run economic development of these 
countries. Cambridge argued that the money used would not necessarily go to-
wards the development sought by Trinity and would be of detriment to the foreign 
aid currently paid by the UK. In the end, the judges decided the opposition had won 
although declared it incredibly close, with Matt Hazell being awarded the medal for 
Best Speaker in the debate. Following the debate, there were floor speeches from 
Navika Mehta and Mark Fortune on Proposition and Liam Lysaght and Clare Elwell 
on opposition before remarks were made by the

Chair and results were delivered.

Trinity v Harvard - 22nd of February 2018
This House Believes the American Dream is Dead

Whilst students finished their submissions and the editorial team began to think 
about how many articles their would be to read in the coming weeks, the SER 
hosted its second inter-varsity debate this one on the motion This House Believes 
the American Dream is Dead; aptly, Harvard were opposing and Trinity proposing. 
This was a debate of particular contemporary importance given the rise of Trump 
and constant debates concerning his economic policy and state many Americans 
find themselves living in. 

The Trinity Team was captained by Christopher Costigan, a Senior Sophistor in His-
tory and Political Science last year’s Best Speaker in the Trinity v Yale debate. Joining 
him was Clare Elwell, a Senior Freshman Business, Economics and Social Science 
student and Harry Higgins, a Junior Sophistor Law and Political Science student. 
Representing Harvard was Romina Lilollari, a Freshman of Economics; Benazir 
Neree, a Freshman of Linguistics and finally, Clíodhna Ní Chéileachair, pursuing 
a Masters in Law (following completing her Undergraduate degree in University 
College Dublin).

The debate began with Harry Higgins opening to define the American Dream and 
discuss how ‘“the facts of your birth” should by no means determine “the facts of 
your life”’ is not the case due to income inequality, a lack of social mobility, a lack 
of government funding and welfare schemes. Romina Lilollari, responded to the 
argument by discussing how the American Dream was not immediate but rather 
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came about through incremental change, something demonstrated by the increased 
standard of living evidenced in the US for the last fifty years. 

Clare Elwell contested this, demonstrating how low social mobility meant that the 
incremental change could not exist as well as bringing the new ideas that more 
money increased one’s political capital in the US and that portraying American as 
a land of dreamers was harmful because people give everything to a dream that is 
unlikely to come true. Benazir Neree contested this, arguing that the election of 
Donald Trump caused by working class voters in Rustbelt States demonstrated that 
influence could be had by any as well as contesting that people realise they won’t 
make it instantly, but once again know that incremental change is what would occur. 
Rounding off the proposition was Christopher Costigan, who contested the key 
point on incremental change being the American Dream (‘Ronald Reagan never 
spoke about incremental change’) and demonstrated how systematic factor with-
in the US (such as school funding coming from Property Tax) mean the Ameri-
can Dream was dead and that if it existed it was a nightmare. Finally, Clíodhna Ní 
Chéileachair argued that the nature of capitalist system that the US has chosen for 
itself necessarily would result in some inequality.

The Judging Panel was Chaired by Prof Martina Lawless of the Economic and Social 
Research Institute and she was joined by Dr Sean Barrett and Cormac Henehan, 
a Graduate of Trinity who spoke in the SER debates in the past as well as being in 
the 5th ranked team at the European University Debating Championships in 2016. 
Whilst they deliberated, four students (Amelia Melanson, Alec Bickerstaff, Nicole 
O’Sullivan and Harry Hogan) added their own contributions by means of floor 
speeches before the Chair gave his remarks. The Chair was Prof Patrick Honohan, 
a former Governor of the Irish Central Bank, an Honorary Professor of Trinity’s 
Economics Department and member of the Royal Irish Academy.

In the end, Trinity were declared the victors and Christopher Costigan, once again, 
won the award for Best Speaker. The two debates, provided an excellent platform 
for some of the best debaters from Trinity, Cambridge and Harvard to discuss con-
temporary social and economic issues. On each night the Chamber was full of stu-
dents ready to hear a variety of perspectives, to learn more about these issues and to 
be entertained. The organisation of them began in May of 2017 and it was a pleasure 
to sit back and watch them unfold on each night in question as well as to see a Trin-
ity victory for the first time in a number of years.

Mark Finn
Debates Manager, SER Vol. XXXII
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SER Workshops 2017/18
The Student Economic Review organizes workshops throughout the academic year 
to not only provide academic guidance to the younger cohorts with regard to ex-
aminations but further the wider applications of economics outside of the standard 
lecture setting. During the academic year of 2017 – 2018, the Student Econom-
ic Review organized two workshops. The first took place in the latter half of the 
Michaelmas Term and focused upon providing Senior Freshman students an ade-
quate guide to prepare for their upcoming Foundation Scholarship examinations. 
The second workshop was done in conjunction with Frontier Economics, an eco-
nomics-oriented consultancy firm where we were pleased to welcome consultants 
Saoirse Gahan and Louis Turner. The workshop consisted of a general introduction 
of economic consulting to the audience and subsequently a discussion into the client 
projects that Frontier Economics is involved in. 

Foundation Scholarship Workshop – 22nd November 
2016
This Foundation Scholarship workshop hosted annually by the Student Economic 
Review remains a long standing tradition which has become an essentially com-
ponent of the preparation process of Senior Freshman students. To date the most 
effective tool to prepare for these exams continues to be allowing prospective stu-
dents to speak with their peers who have previously sat and excelled in the exams. 

For this workshop we were fortunate to host Scholars from all manner of disci-
plines including Economics, Business, Political Science, Sociology and Philosophy, 
providing students a fantastic insight into the variety of ways one may approach not 
only the preparation process but additionally how they may tackle specific elements 
of the papers. Following the assortment of speeches given by the past scholars, the 
floor was opened up for questions allowing students to address any doubts they may 
be encountering. 

Although this workshop is targeted towards students hoping to sit the Foundation 
Scholarship exam, it is often the case that students who are still considering this 
decision will attend simple as it provides a platform for successful students to share 
their study habits which are applicable universally. This workshop in essence func-
tions very much like the final Review itself, as it aims to encourage students to 
engage with their degree in a critical manner that often forces you to go beyond the 
standard lecture material. 
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Frontier Economics Workshop – 30th of January Febru-
ary 2018 
On the 30th of January, the Student Economic Review was privileged to welcome 
two consultants, Saoirse Gahan and Louis Turner, from the Frontier Economics of-
fice in Dublin. Frontier Economic remains an economic consultancy focused on 
aiding clients to analyze respective markets and base their strategies on sound eco-
nomic theory. Established in 1999, the consultancy presents a strong commitment 
to the theories of microeconomics in order to evaluate competitive dynamics, mar-
ket structures, pricing, and consumer behavior so as to provide concise policy/
business advice to both private and public clients. The added complexity presented 
by this grounding in theory and often difficult tools such as game theory or behav-
ioral economics constantly encourages Frontier Economics to provide their recom-
mendations in a distilled and succinct manner. 

The first speaker, Saoirse Gahan, provided a general introduction to Frontier Eco-
nomics as a company and how it functions on a day to day process. An interesting 
insight was looking into the variety of client sectors that it is involved, ranging 
from energy to media and transport. Building upon this, a insight provided was 
the manner in which Frontier Economics retains many of its clients, and that is by 
aiding them understand why business behavior changes through time and going 
beyond this to identify and solve the root causes. The discussion closed with a com-
prehensive understanding at what Frontier Economics expects from prospective 
economic consultants through a run-down of their rigorous application process for 
graduates and penultimate students. Considering Frontier Economics’ lookout for 
talent, they announced an exclusive extension of their internship program for TCD 
students which the Student Economic Review was involved in securing. 

The second speaker, Louis Turner, provided a firsthand application of economic 
consulting through an interactive case study of a ‘imperfectly’ competitive fish mar-
ket. Of course, this was an extremely simplified version of what one may face in 
actuality. Yet, it did provide a key insight to the method that Frontier Economics 
would apply in their day-to-day but also a rough framework they would expect 
from potential interviewing candidates. This framework essentially aims to dis-
aggregate each individual problem to the bare economic essentials in this case to 
supply and demand from EC1010, then subsequently adding layers of complexity 
depending upon the individual problem. This framework is very intriguing as it 
seeks to find structural causes as opposed to standard consulting practices wherein 
past/similar case studies are analyzed to detect possible solutions and then applied 
as if the solution is transferable.
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The event concluded with an extensive Q&A session wherein students offered their 
opinions on the case study but also wider questions they had on economic consult-
ing in general. The event proved an excellent introduction to a very niche field that 
engages many practical economic problems in an innovative and adaptive manner. 

I’d like to extend my personal thanks to Saoirse Gahan and Louis Turner for their 
intriguing presentation and help in building the Review’s relationship with Frontier 
Economics; and to all of the past Scholars who attended the event to share your 
advice with this year’s Senior Freshman cohort. I would also like to express my grat-
itude to Keelan, Luke, Daniel and Katie for making the editorial process extremely 
rewarding; and Aditya as well as the SER committee for their constant assistance in 
organizing these workshops. 

An additional thank you to Dr. Ronan Lyons, Dr. Tara Mitchell and Dr. Michael 
Wycherley for their guidance and support throughout the year.

Dinnaga Padmaperuma
Assistant Editor & Workshops Convenor, SER Vol. XXXII
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The Failure of 
International 

Multilateralism and the 
Great Depression  

Melissa Barrett, Senior Freshman 

Almost 90 years after its beginning, the causes of the great depression 
remain contested and uncertain. In this paper Melissa Barrett attempts 
to decipher the chain of effects which caused the initial deflationary 
episode to propagate into a deep depression. She explains how the gold 
standard monetary became a catalyst of the deflationary crisis. This was 
a symptom of an inadequacy in policymakers’ toolkit of response, due 
to a lack of understanding and acknowledgement of the business cycle, 
and international coordination. She concludes that these key failures 
which were the root of policymakers’ miserable failure to mitigate the 
crisis. 

Introduction 

This essay will argue that the primary causes of the Great Depression were 
the deflationary conditions of the mid 1920s, caused mainly by incompe-

tency in monetary policy. By extension, it is my contention that the internation-
al resentment caused by deflation was a reason behind the deep severity of the 
Great Depression. Furthermore, any limited response was muted by the lack of 
coordination between the world’s economy, and the prevailing attitude of narrow 
national interest, rather than acknowledgement of the interdependent nature of 
the global economy. 

Deflation was incredibly problematic during the 1920s as it caused a rise 
in the real value of debts, which brought already strained creditors to breaking 
point. Deflation made paying back intergovernmental debts even more unfeasi-
ble, and this exacerbated the existing strain between countries in the post war 
period. This strain was further worsened by debtor nations’ unrealistic expecta-
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tions and so it is the case that by 1923, the French still believed that the Germans 
would make their reparation payments (Kemp, 1972).This was despite the fact 
that the German mark was not stabilised until 1924, after a period of hyperinfla-
tion (Zacchia, 1976). Hjalmar Schacht, President of the Reichsbank from 1923 to 
1930, wrote in 1931 that ‘the French attack upon German currency … was the 
seed of that ever-growing lack of confidence which today hangs over the entire 
world’ (Kindleberger, 1973). 

Origin of deflation 
A pertinent question to pose at this point is where did these deflationary 

conditions come from?  I will discuss two main causes of deflation, the housing 
sector in the U.S and the Gold Standard. Both causes will be related back to a 
European context. A single example which illustrates the immense importance 
of the U.S to the international economy is seen in the fall of U.S exports when 
the Federal Reserve raised interest rates in 1927. The fall in U.S exports was due 
to other countries raising their own interest rates to keep in line with the domi-
nant currency of the world, the U.S dollar(Eichengreen, 2004).This was not an 
advisable move for European countries. Their interest rates were now threatening 
to exceed their sluggish economic growth rates, making paying back debts even 
less feasible.  

The geographical origins of deflation in the housing sector lie in the U.S. 
In 1928, the American demographer P.K Whelpton published a projection of the 
U.S population which ‘showed 16.3 per cent growth of the 1920s, falling to un-
der 12 per cent in the 1930s and in succeeding decades to 9.7 per cent, 7.3 per 
cent and 5.4 per cent.’ (Barbar, 1978). In reality, the percentage increase was 
16.1 per cent for 1920-1930, and in the succeeding decades the increases were 
7.2 per cent, 14.5 per cent and 19 per cent, respectively(US Census Bureau,  
2000). While Whelpton’s projection is obviously erroneous in hindsight, it con-
tributes to an understanding of the outlook of economic planners of the time. 
The idea that investment should occur in areas with rapidly growing populations 
can be inferred from the writings of the economist John Hicks of the LSE (1926-
1935). Hicks argued in his book Value and Capital that ‘one cannot repress the 
thought that perhaps the whole industrial revolution of the last two hundred years 
has been nothing else but a vast secular boom, largely induced by the unparalleled 
rise in population’ (Barber, 1978). The increase in housing supply and prices, 
driven by the roaring economy of the 1920’s and the anticipated endless demand, 
caused a crash in prices in 1929 when these expectations failed to materialise.  

The Gold Standard, with its ideals of a fixed exchange rate and free flowing 
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capital, transferred this deflationary shock to European economies faster than 
otherwise would have been the case. The return to the Gold Standard, starting 
with Germany in 1925, after the war, precipitated a pushing down of prices 
so that currencies would be able to return to their pre-war value on the Gold 
Standard (Feinstein et al., 2008).  The Gold Standard encouraged a balance of 
trade surplus. This was because goods would be exported in order to buy foreign 
currency and gold which could then be used to back up a domestic currency. 
The irrational attachment to a balance of trade surplus in the European psyche is 
summarised in a quote from the German Chancellor Leo von Caprivi. Caprivi is 
reported as saying ‘we must export. Either we export goods or we export people’ 
(James, 2009). Restrictive U.S immigration laws passed in 1921 and 1924 meant 
that European countries no longer had emigration to act as a pressure valve for 
its unskilled labour during times of economic hardship (Steiner, 2005). These 
laws worsened the impact of unemployment in Europe in the period from 1929 
to 1932.  

Agricultural prices fell due to a reduction in the rate of population growth, 
and hence a reduction in demand. This reduction in demand coincided with a 
glut in supply. Temin argues that this glut in supply was caused by non-European 
agricultural sources (which had expanded during the war period) continuing to 
supply food in the post-war period (Temin, 1976). The idea that France became 
an independent source of deflation is justified in the high percentage of the active 
population employed in agriculture in 1920 in France at 42 per cent, versus Ger-
many at 31 per cent and Britain at a meagre 8 per cent .  

Policy failure 
Another cause of deflation was mismanagement in monetary policies and 

fatal flaws in the structure of central banks. The Bank of France was vulnerable 
because it was highly sensitive to the whims of public confidence due its depen-
dence on short term borrowing (Kemp, 1972). There were also significant dif-
ferences between the pre-war global economy and its successor. Prior to the war, 
global monetary power had been concentrated in London. The pre-war structure 
of the Bank of England was a profit-making institution (Kemp, 1976). This meant 
that the BoE had an incentive to sell gold and not hoard it, a feature which was 
lacking in both the post-war Banque de France and the Federal Reserve. By 1932, 
France had 32% of the gold used in monetary transactions (James et al. 1991). 
To understand the economic crisis in Europe, a detour must be taken into U.S 
economic policy. Maddison puts forward the point that ‘the severity of the crisis 
was probably mainly attributable to the fact that the USA was trying to run a ma-
jor capitalist economy with the financial institutions of a rural frontier economy’ 
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(Maddison, 1976). This point is supported by the saving of the U.S financial sys-
tem by two private financiers in the late 1890s. J.P Morgan and the Rothschilds 
provided gold to a near bankrupt New York Federal Reserve. The U.S did not 
even have a centralised central banking system until 1913, with the creation of 
the U.S Federal Reserve System. E.H Carr argued that ‘in 1918, world leader-
ship was offered, by almost universal consent to the United States… and was 
declined’ (Kindleberger, 1973). The inability of American leaders to see the links 
between a healthy American economy and therefore a robust world economy is 
seen in the first inaugural speech of President Franklin D. Roosevelt. Roosevelt 
stressed that ‘our international trade relations even though vastly important, are 
in a point of time and necessity secondary to the establishment of a sound national 
economy’ (Kindleberger, 1973).  

Among European leaders there was such caution towards implementing in-
flationary measures that they maimed their own economies in their own inaction. 
Brüning, (Chancellor 1930-1932), was so affected by the hyperinflation of the 
early 1920s that he failed to inflate prices a decade later, even when the Institut 
fur Konjunkturforschung’s index of world industrial production fell by 10% be-
tween 1929 and 1930 (Eichengreen, 2004).  

Inadequacy of International Institutions 
The increased strain between countries led to a deficit of belief in the ca-

pabilities of international organisations. The Treaty of Versailles had set a negative 
precedent for inter-war international relations due to its exclusion of Germany 
from participation in the talks. Clavin argues that the League of Nation’s imple-
mentation of effective policies came too late when she writes that ‘only by the 
mid- 1920s did the League’s Economic and Financial Organisation have suffi-
cient resources to make a genuine contribution to the prosperity of the region 
(Europe)’ (Clavin et al., 2009). The growing scepticism towards international 
organisations came from both the ever increasingly more powerful far right and 
far left. In the election campaign of July 1932, Hitler characterised international 
co-operation as against the German national interest. He said publicly that there 
were ‘so many international contracts, there’s the League of Nations, the Disar-
mament Conference, Moscow, the Second International, the Third International 
- and what did all that produce for Germany?’ (James, 2009) There were also 
grumblings from the centre ground. Benjamin Strong, the Governor of the Fed-
eral Reserve Bank of New York warned Montagu Norman that ‘no surrender of 
sovereignty’ could be tolerated and that ‘anything in the nature of a league or 
alliance, with world conditions as they are, is necessarily filled with peril’.  This 
lack of belief in the capabilities of international organisations led to the Great 
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Depression because governments acting on a national level attempting to solve a 
globalized and international problem, such as deflation, were ineffective.  

Even when positive action was taken, such as the Tripartite agreement be-
tween the U.K, U.S.A and France, other major countries such as Germany were 
not brought into the fold and the action often came too late to be effective. The 
Tripartite agreement (1936) had promised to ‘relax quotas and exchange controls 
and to avoid competitive devaluations’ between the three countries (Feinstein et 
al., 2008). Another example of the failure of inter war international organisa-
tions to execute co-operation is seen in the failure of the so-called ‘prohibition 
conferences’, which were organised by the Economic Committee of the League 
of Nations. These conferences took place from 1927 to 1929 in Geneva (Zacchia, 
1976). The effort to abolish restrictions on imports and exports was abandoned 
when one of the eighteen countries involved in the agreement failed to ratify it by 
January 1930. The agreement subsequently fell apart. This lack of resolute action 
by international authorities meant that trust in co-operation resulted in little.  

Denial of crisis 
International relations policy was not unique in its inadequacy. Fiscal pol-

icy directed by governments was also found to be seriously lacking. President 
Hoover wrote in his memoirs that his U.S Treasury Secretary Andrew Mellon 
‘had only one formula- “liquidate labour, liquidate stocks, liquidate the farmers, 
liquidate real estate”’ (White, 2008). The prevailing economic orthodoxies of the 
time insisted that the state should not consistently intervene in an economy. In 
1913, German government expenditure represented 12.1 per cent of GDP at 
factor cost, in 1970 that figure was 36.7 per cent (Maddison, 1976). According 
to White, ‘Hayek’s theory viewed the recession as an unavoidable period of alloc-
ative corrections’ (White, 2008). It is my view that this policy gave an excuse to 
central bankers not to take positive action and allowed a sense of resignation and 
laziness to prevail, worsening the impact of the Great Depression. Hoover tried 
to keep the federal budget balanced in 1930-31 ‘because they (the Hoover admin-
istration) adhered to the Hayekian theory of the business cycle’ (White, 2008). 
There is a sense in Hoover’s writings of the Great Depression being a purifying 
process. Hoover reports Mellon as saying ‘it will purge the rottenness out of the 
system… People will work harder, live a moral life. Values will be adjusted, and 
enterprising people will pick up the wrecks from less competent people’ (White, 
2008). This excessively conservative moralistic view of economics helped to 
deepen the Great Depression by creating a reluctance to participate in public 
investment. If public investment had been carried out earlier, employment would 
have risen and inflation would subsequently have risen also. 
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Imperialist International relations 
International tension was also present in monetary policy. A flaw in the ide-

ology of European central bankers was the amalgam of imperialism and monetary 
policy. The French central banker Moreau wrote in his diary - ‘would it not be 
useful to have a serious conversation with M. Norman (Chancellor of the Bank 
of England), with a view to dividing Europe into two zones of financial influence 
which would be attributed respectively to France and Britain’ (Kindleberger, 
1973). This imperialistic view was designed to antagonise Germany. The Euro-
pean desire to maintain an empire is echoed by Jack Eloranta and Mark Harrison 
who note that ‘the old colonial powers had failed to give way to the aspirations of 
the new imperialists’ (Eloranta, 2010). The importance of colonies in the post-
war period is seen in the superior performance of the U.K in maintaining its 
foreign assets in comparison to France or Germany. France suffered losses of 
about two thirds of its pre-war foreign assets and Germany lost most of its £1.2 
billion foreign investments which were seized as reparation. The U.K however, 
received ‘substantial war gifts from Canada and India’ (Maddison, 1976).  The 
competition that had existed between imperialist European economies could no 
longer be maintained due to the increased integration of European markets. In 
short, a broader attachment to the economic orthodoxies of antebellum years 
was a cause of the Great Depression. As Lundberg summarises ‘in the 1920s … 
there were various policy aims that today would largely be considered as interme-
diate, secondary, irrelevant or irrational targets’ (Maddison, 1976). The fact that 
responses were therefore fragmented, ill targeted or mostly non-existent allowed 
the crisis to develop into deep depression. The poorly informed, contradictory 
and rivalrous policies implemented in the wake of the crash in 1929 did not serve 
to lessen the crisis, but rather these policies allowed the recession deepen and in 
fact accelerated its decline to depression.   

Conclusion 
The great tragedy of the Great Depression was that the desire for stability 

ironically caused instability on a scale that was dissimilar to any economic down-
turn that preceded it. The Gold Standard, previously a sign of good economic 
housekeeping, became a reason for the near collapse of European economies.  
The value of goods and services in America fell by almost 50 per cent in the early 
1930s (Temin, 1976). It is true that internationalism was operating in difficult 
circumstances. Steiner writes that ‘ethnic nationalism, whether in victorious or 
defeated countries, above all in Eastern Europe, was heightened in the scramble 
for territory’ in the early post-war period (Steiner, 2005). However, this does not 
excuse the error of Western leaders in their calculation that a return to normality 
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needed to be a return to the past. The lack of acknowledgement of the crisis, the 
ignorance in its causes and the failure to coordinate and cooperate in a response 
were failures which mostly laid at the feet of western leaders.
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A Recipe for Emigration: 
Grain price fluctuations 
and Italian emigration 

from 1870-1913
Rebecca Fryer, Senior Sophister 

The episode of mass migration from Italy between 1870 and 1913 
is perhaps one of the most recognisable in modern times. In this essay 
Rebecca Fryer investigates the relationship between grain prices and 
Italian emigration in this period. She first outlines the significance of 
grain as the staple food of the agrarian Italian economy at the time. 
Next, Rebecca draws on an extensive body of evidence from previous 
research to display the large role grain prices have played in this mi-
gration, through their effect on wages, prices and employment. She con-
cludes by highlighting the relevance of these kinds of relationships to 
policymakers in the present day, citing the potential of climate change 
and population pressures to increase pressure on the supply of staple 
foods and employment in Africa, and the subsequent migration patterns 
which could follow as a consequence.

Introduction

Volatility in the price of foodstuffs has always been a major concern of econ-
omists. A key facet of this is the two competing desires of major stakehold-

ers. While farmers want to secure fair and sustainable prices for their produce, 
consumers want to secure cheap unrestricted access to food staples. This creates 
a precarious dynamic in regards to the regulation of the price of food stuffs which 
has captured the attention of both governments and their people. There is a need 
to protect the producer but also a countervailing force of a need to protect the 
consumer. This trade-off is an exceptionally tricky one and if significant numbers 
of the population are involved in agricultural production this adds another prob-
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lematic dimension. Thus it is essential for economists to examine the impacts of 
changes in the prices of essential food stuffs. This paper argues that the dynamic 
change of the price of grain, the staple food in the Italian diet was fundamental in 
explaining migration flows from 1870 to 1913 in Italy. As Italy became increas-
ingly integrated as a nation in the 1870s and with the European system so too did 
its grain prices (Cohen and Federico, 2001). This integration led to fall after fall 
in the price of grain before protectionism was embraced and with it grain prices 
rose again. With so much of their economy dedicated to agricultural work and the 
production of grain it is important to recognize the catastrophic instability that 
changes in the price of grain had on the Italian economy and its role in promoting 
widespread migration.

Significance of Grain Italy and grain have a particularly fascinating history. 
From trade with the Mongols to the reign of Mussolini the price of grain has been 
a major source of conflict in Italy. Many important shifts in the Italian economy 
can be charted by changes in their price of grain (Toniolo, 2013). With the fall 
of the maritime states importance in the European trade Italian nobles looked 
inwards moving into agriculture and away from trade and maritime ports in a 
movement known as the terra ferma. 

Indeed, The Crisis of Tana in 1343 whereby the Khan of the Golden Horde 
decided to revenge Italian conquest by imposing a blanket ban of all exports of 
grain from all the Italian city states highlights the Khan s understanding of Italian 
reliance on grain and thus how best to hurt the Italian economy (Luzzatto, 1969). 
The Napoleonic conquest of Italy led to massive grain shortages, sharp price in-
creases as well as famine and strife (Cohen and Federico, 2001). With the late 
development of industry Italy was very much still an agrarian society focused on 
the growing of grain by its unification. When the world s markets integrated and 
economies opened up to a significantly less expensive bountiful supply of grain 
from the New World, Italy was not prepared. See figure 1 below from Gray, Nar-
ciso, and Tortorici (2017) using data from Annuario Statistico Italiano showing 
Italy s changing trade position from a net exporter of wheat to a net importer. 
At this point the government sought to protect the Italian grain producers from 
cheap foreign grain. In order to protect their economy Italy raised protectionist 
tariffs on most agricultural products (O Rourke, 1997). As a result, the timing 
of rapidly falling grain prices and unprecedented Italian migration can be seen to 
be instinctively tied. It was not till World War I that Italy would begin to buffer 
these shocks to their economy and thus differentiate its exports through industri-
alization (Cohen and Federico, 2001). In the meantime, from unification up until 
World War I Italy experienced major emigration flows. It s estimated that in 20 
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years 3.2 million Italians emigrated to the US alone (Cohen and Federico, 2001). 
Given the Italian economy s focus on agriculture and their dependence on grain it 
is evident that changes in grain prices and their resulting effects on income, wages 
and employment significantly contributed to the factors encouraging Italians to 
emigrate. 

Figure 1
Factors determining migration Neoclassical literature on explaining migra-

tion flows generally posits that migration can be explained when the potential for 
an increase in income as a result of migrating, or the wage differential weighted 
by the cost of transport and the likelihood of finding employment is positive 
(Todaro, 1969). However Moretti (1999) finds these explanatory variables weak 
in determining migration timing from Italy and quite often he finds actually the 
opposite result. He posits that the presence of existing social networks in poten-
tial host countries also contributed as a strong determinant in migratory patterns 
from Italy. Based on Moretti s research he offers that  the fact that a poor villager 
in Southern Italy decided to migrate to the United States or Brazil in 1912 has as 
much to do with 1912 wage differentials as it does with the migration decisions 
of those who left the year before him.  

That is, he believes that Italian migration is tied to the flow of previous 
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migrants and their beliefs in expected earnings and outlook on finding success 
abroad. This implicitly fits into this essay s thesis that migration was majorly im-
pacted by the insecurity in grain prices from falling grain prices and then rising 
grain prices as a result of protectionism. The rapidly changing prices and their 
effects on food prices and wages seriously affected the average Italian agricultural 
worker at first weakening their income and with the imposition of protectionism 
in turn financing their move. 

Faini and Venturini (1994) use data from southern European countries in 
the period of 1962-1988 to investigate the effect of positive income shocks on 
relatively poorer and relatively richer countries propensity to migrate. In their 
model they include a wide variety of regressors including wage differential, ori-
gin country per capita income as well as the income of the lowest quintile of the 
origin population  doing this in order to inform the potential for understanding 
the financial constraints of migration. They find in the case of a relatively poorer 
country like Italy at the time, that a positive income shock, which Italy experi-
enced from protecting grain prices, will increase the likelihood of migration. 
They find that income shocks for the very poorest gave them just enough capital 
in order to cover the transport and regulatory costs of moving. This explains why 
even as the wealth gap between Italy and the destination countries began to close 
as a result of protecting grain why emigration still increased.  

Spitzer (2016) also finds strength in the role of agriculture as a proxy for 
determining income shocks and thus migration flows. He finds that it is a sta-
tistically significant factor in determining Jewish migration from Russia along 
with the existence of immigration networks was also a major factor in explaining 
migration. He conducts a variety of regressions beginning with a difference re-
gression which compares migration between regions with pogroms and pogrom 
absent regions. As a result, the common belief that the 1881-1914 wave of Jewish 
immigration from Russia was driven solely by the Pogroms is refuted, and instead 
finds a much more complex explanation for the pattern of migration driven by 
instability in the price of the staple food.  

Role of Stable Food Prices 
In O Rourke s (1997) paper the European Grain Invasion he takes an in 

depth look at the effect of significantly less expensive grain imports entering the 
European market and particularly the effectiveness of protectionist policies on 
this grain. He draws attention to the level of protectionism that was employed 
across Europe but particularly in Italy where the government felt extreme mea-
sures were necessary. See figure 2 below which demonstrates the growth of Ital-
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ian agricultural tariffs when compared across Europe overtime (Lehmann and 
O Rourke, 2010). While O Rourke does not explicitly test this in his model he 
suggests that the key economic events of the next forty years and particularly the 
unprecedented levels of autonomous European mass migrations were a direct 
result of this grain invasion. Using a sector specific model of trade O Rourke anal-
yses the effects of new world grain entering the European market. He finds that 
when the quantity of labour demand in food production falls, that the wages of 
these workers fall and so labour moves from food production to industry. But the 
implications of this for Italy is important, due to the late development of industry  
there was no industry for them to move into. The lack of alternative means of em-
ployment is essential in considering the fluctuating price of grain as a major push 
factor for the average Italian worker in increasing their propensity to migrate. 

Figure 2
Persaud (2017) also finds support for the role of the price of stable foods 

in explaining migratory patterns in India. He uses data from Indian 19th century 
indentured servitude migration and looks at price changes and the migratory 
consequences of swings in the price of the food staple in India, rice. Likewise, he 
finds that instability in the price of the staple food, rice was a driving factor in 
increasing migration. He found this factor particularly strong for migratory pat-
terns of the lowest caste. According to Persuad, this is because while many castes 
had formulated strong support networks which could weather price volatility 
the lowest castes often lacked these networks. This echoes Faini and Venturini s 
findings that the very poorest Italians were unlikely to move despite their financial 
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status. 
Gray, Narciso, and Tortorici (submitted manuscript, 2017) greatly inform 

our argument finding Italian migration to be a function of agricultural prices. 
Their work studying the determinants of Italian migration from 1876- 1913 finds 
agricultural market integration and its resulting prices changes to be a major 
explanation of Italian migration along with other literature s findings on the im-
portance of migrant networks and landholding structures. Essentially they posit 
that migration was possible due to rising agricultural incomes which released 
substantial portions of the population from a poverty trap at different times. An-
other key finding of theirs is that the increasing volatility of agricultural prices 
over time also increased emigration.  

Conclusion 
In conclusion, this paper has argued that the price of grain is a major explan-

atory factor in understanding the pattern of Italian migration from 1870-1913. 
Grain has proved to be a major export of the Italian economy up to the 1880s as 
well as a major source of income for the Italian economy. Thus, the onset of the 
Agrarian Crisis in the 1880s meant Italy was hit hard by the fall of the price of 
grain. With the cost of transport falling, the forces of globalization brought cheap 
new grain into Europe. Suddenly Italy found itself going from a net exporter 
of grain to a net importer of grain as a result of falling international prices. The 
Italian government began a major land reclamation project, as well a project of 
imposing duties and tariffs on the import of key grains like wheat (Cohen and 
Federico). As a result, protectionism created a higher grain price and thus a high-
er nominal wage, giving the poorest in the Italian economy a positive shock in 
their income which facilitated their migration. This particular narrative of Italian 
migration finds extensive empirical support in both neoclassical migration litera-
ture as well as more complex international theories on the impact of the changing 
price of food staples on migratory patterns. The fact that Italian grain price litera-
ture complements the mainstream Italian migration literature which draws heav-
ily on income shocks, wage ratios between the region of origin and country of 
destination and the presence of Italian network only further strengthens its case.  

It is important to investigate the role of food prices as a factor in migration 
today for three key reasons; to highlight the issue of prices, wages and employ-
ment security in acting as a push factor in migration, to demonstrate the need to 
promote diversification in a country s main products and exports, as well as to in-
form policy makers of the potential outcomes of price changes in major products 
in an economy. While today s major migrations are largely a product of war and 
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conflict we must be ready for future migration factors. Some scientists have pos-
ited that with climate change and increasingly severe climate patterns our ability 
to grow certain staple crops may change and there is potential for food prices to 
become a driving factor in the global economy and the decision to migrate. This 
makes it even more important to reflect on the role of the price of a food stable 
in past migratory flows. 
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Touts Out: How A New 
Pricing System Could 
Solve Ticket Resale’s 

Problems
Eoin Cambay, Senior Sophister

Eoin Cambay to analyse the market for tickets for popular events such 
as concerts by looking at all of the actions that the major actors in the 
market have taken in recent years that have caused such public attention, 
and explaining how the two-tiered nature of the market creates incentives 
for this behaviour. He/she then goes on to explain how these actions have 
impacted consumers, and outlines the main regulatory actions taken to 
remedy this. They then go on to propose a solution to the inefficiencies in 
the market by offering different options to consumers, while still satisfy-
ing the major actors in the market.

Introduction

Ticket resale is a contentious topic as public outcry concerning exorbitant 
prices has led to several ongoing investigations at home and abroad.  This 

paper will begin by describing the interdependent nature of primary and sec-
ondary markets and the buyer uncertainties that define them. This will serve as a 
foundation to discuss the principal topic, recent developments in the secondary 
market and whether this sheds new light on previous investigations into poten-
tial anti-competitive behaviours. The current model of single-period fixed pric-
es coupled with strategic capacity rationing to retain tickets for the secondary 
market, reduces consumer welfare and harms the overall ticketing market. This 
paper will go further, by reasoning that the current resale market is inefficient, 
and argue that the introduction of a more flexible approach using options pricing 
consumers will enjoy more efficient allocations. To achieve this, this paper will 
seek to amalgamate the approaches of Cui, Duenyas, Sahin (2013), and Leslie, 
Sorensen (2009,2013). Effective rationing is assumed as described by Svensson 
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(1980), accounting for the stochastic nature of primary market ticket availability. 

Markets & Buyer Uncertainties
There are two ticket markets - primary and secondary - which are interde-

pendent; outcomes in the former affect the latter and expectations of the latter 
affect the former. Within these two markets are three market players - producers, 
brokers and consumers - to whom economic surplus is unevenly reallocated. Bro-
kers and consumers are buyers, but only consumers gain utility from attending 
the event as brokers are purely speculative.

Primary market:
In the primary market, tickets are sold at a fixed nominal value, plus charges. 

Each buyer has access to information on expected demand, approximate capacity, 
size of venue, and the number of players. The buyer is presented with a trade-off 
between advantages and disadvantages of early arrival, with higher quality seats 
likely to sell faster yet subject to time costs. The assumption of heterogeneity 
in both cost and benefit of early arrival presented by Leslie, Sorensen (2013) is 
maintained, as otherwise buyers would arrive according to their willingness to 
pay and the primary market would be efficient. As most artists are dependent on a 
loyal fan base whom they do not want to outprice, they are reluctant to set prices 
at market clearing levels.

Secondary market
In the secondary market, tickets previously sold are put up again for sale. 

The secondary market has several players; ticket resale marketplaces (e.g. Stub-
Hub), who facilitate resale and profit from a percentage fee of the resale price, 
consumer resellers, fair exchange platforms, general online platforms and specu-
lative buyers. Currently, Ireland has no prohibition on ticket resale and no reg-
ulation regarding price of resale tickets with respect to their nominal value on 
secondary markets (DJEI,2017). Waterson (2016) states a 25-30% combined fee 
is levied against buyers and sellers on secondary market ticket platforms, higher 
than in the primary market. Many point to the mismatch between high demand 
and the limited supply of tickets priced below the market clearing price as the 
primary reason for the existence of a secondary market. Evidently the supply 
side is fixed, thus proponents argue for demand-based pricing. Yet this leads to a 
situation where consumers priced out of the secondary market would similarly 
be excluded from the primary market. Leslie, Sorensen (2013) showed that an 
inefficient primary market with resale opportunities, incubates rent-seeking and 
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transaction costs which diminish the allocative efficiency gains from a second-
ary market. Frictions, regulatory or self-imposed, which increase the transaction 
costs decrease total surplus. 

Buyer Uncertainties
Primary market decisions are guided by expectations of the secondary, 

within which several buyer uncertainties play a role. 

1. Stochastic nature of buyers’ arrival in primary market 

2. Unforeseen schedule conflicts: represented in the consumer decision 
path figures as a probability v’ prime of a clash and a probability 1 - 
v’ prime of no clash [Figure 1]. This is resolved between primary and 
secondary market under fixed pricing and between the first and second 
duration of the primary market under options pricing. 

3. Randomness in secondary market buying 

4. Event specific shock to demand: although popularity is apparent to 
buyers, the primary market price will not fully reflect this. The sec-
ondary market is where the full extent becomes evident. 

Selling of tickets below nominal value occurs if consumers have purchased 
but are presented by uncertainty b) or if speculators have overestimated demand 
as per uncertainty d). Furthermore, event consumers are often asked to purchase 
tickets far in advance, such that accounting for scheduling conflicts is difficult. An 
efficient secondary market increases consumer surplus by allowing consumers 
who previously purchased a ticket and cannot attend to resell and providing con-
sumers who did not participate in the early market access to tickets. 

New Developments in Secondary Market & 
Closeness of Competitors

Although the Irish and U.K. markets are geographically distinct, they ac-
commodate the same market players given their proximity, shared language and 
similar culture, with the exceptions of consumers and venues. Both markets have 
undergone large-scale consolidation and vertical integration with a handful of 
players dominating the market. Whilst the secondary market has always been 
characterised by high demand and limited supply, it has been altered by the rise 
of online selling. (DJEI,2017) 

As many venues are now owned by ticket distributers, distributors have 
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gained further control over the primary market. Although artists still largely con-
trol ticket prices, the responsibility for distribution of tickets lies with the venue 
and promoter. An example of the pervasiveness of a single player’s influence over 
the process is Live Nation (promoter), the parent company of the 3 arena (venue) 
for whom Ticketmaster (ticket distributer) allocates primary market tickets. The 
caveat to this is that whilst in theory all the activities, represented under the ver-
tical integration of a market player such as Live Nation, are discrete. If inventory 
empties on a primary market site such as Ticketmaster, consumers are redirected 
to one of its secondary market sites. Through the anonymised settlement data 
presented by Waterson (2016), it is calculated that ticketing distributers used 
strategic capacity rationing to retain 4.96% primary market tickets to be sold on 
their own secondary market platforms. This is supported by Smith (2009) who 
states that Ticketmaster regularly lists hundreds of top tiered tickets on its sec-
ondary market resale site. 

In 2002, at the time of the merger between Ticketmaster and Seatwave, 
the U.K.’s Competition and Markets Authority found there to be sufficient com-
petition in the secondary market (CMA,2015). Specifically, the CMA looked at 
whether the merger would result in the realistic prospect of a substantial less-
ening of competition, and if it would subsequently lead to customer and input 
foreclosure. Both possibilities were dismissed on the basis of a small route to mar-
ket, and limited incentives for producers to set price-floors on secondary market 
ticket prices (CMA,2015). Furthermore, the CMA did not find primary tickets 
to be a constraint on secondary market tickets. The merger was also investigated 
by the Irish Competition Authority under section 5 of Competition Act, 2002. 
Here, the relevant market was that of outsourced ticketing services for events 
with a national or international appeal (CA,2006). At the time, Ticketmaster held 
a monopoly market share of 100%, far more than it now holds. The CA found 
Ticketmaster not to be abusing its market dominance given two major promoters 
kept it from doing so.

This begs the question, do the CMA’s and CA’s conclusions remain valid 
now in a ticketing market which differs greatly from its standing in 2002? 

Firstly, it is important to recall the current interdependent nature of tick-
eting’s two markets, which has grown in recent years. Customer foreclosure is 
now apparent as primary market suppliers are reselling tickets directly on their 
secondary platforms, at a higher price with added revenue accruing to the now 
merged entities. This is indicative of coordinated effects. Input foreclosures are 
harder to demonstrate given that there are several other large players with similar 
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arrangements in the Irish and U.K. markets, and as each firm maintains its pro-
prietary ticketing and data system, this points to existing competition. This might 
not be the case outside the markets considered here, given NYAG Schneiderman 
(2016) found NFL teams have implemented price floors on their official second-
ary platforms, even citing excessive service charges as potential evidence of abuse 
of monopoly power. The crucial difference between this and the market under 
study, lies with who sets the price.

The primary price-setting power resides with the artists themselves and, 
as such, the initial pricing power is outside the reach of the vertically merged 
entities. Additionally, as no player is dominant, the market remains competitive. 
This is further justified by the presence of other resale opportunities, be they via 
traditional street touts or online marketplaces. The presence of other opportuni-
ties also negates tacit coordination. 

Consumer Welfare & A New Pricing System
If we assume the principal consumer interest is the ability to access events 

at a price that equates their realised valuation, Waterson (2016), then the current 
market conditions are adequate. However, ticket prices should look to reward 
long term supporters, rather than aim for short-term profit maximisation. In this 
aspect, the current resale market is insufficient. Given the interdependent nature 
of ticketing markets, actions to increase consumer welfare must take place in the 
primary market. 
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The Call for Evidence survey (Waterson, 2016) proposes a ‘cooling off pe-
riod’ where primary market consumers can resell their tickets to the seller, which 
thereafter can be resold. Additionally, prices below the market clearing rate is a 
magnet for touts, and without clear constraints, tickets will quickly migrate to 
the secondary market, resulting in reduced consumer welfare via higher prices 
and fees.

Consider the following. Options allow buyers to reserve a seat for a nomi-
nal fee, the option price (x), this gives the right but not the obligation to purchase 
the ticket, at a strike price (p). Both prices are readily available in the primary 
market, and selling of options by producers past capacity is not allowed and op-
tions are non-transferrable between buyers. Under fixed pricing the full ticket 
value is lost if the buyer is unable to attend or resell, however under options 
pricing only x is lost. 

Consumer’s exercise options if:

max(V, (1−T)γ0) > r

Thus, if either their realised valuation (V) is greater than the strike price (p) 
or the payoff from ticket resale is greater than the strike price. 

Speculators exercise options if:

(1−T')γ0 > r

Given speculators have no value in attending, the option is only exercised if 
the payoff from the ticket resale is greater than the strike price. If options reduce 
resale then they also reduce low-valuation buyers’ incentives to purchase tickets, 
thus off-setting the costly effort of the arrival game presented under fixed pricing. 
Left unchecked arrival game costs erode gains from reallocation. The producers’ 
optimal price occurs when:

x* + r* < r0*

where r0* represents the regular priced ticket in the secondary market. 
Producers should set x* at minimum level which incentivises buyers to purchase 
options, whilst setting a high  r*. The reason for a high strike price is twofold, it 
suppresses consumer resale while also ensuring a large pool of expired options, 
and thus tickets to sell in the second duration at a raised price. Options pricing 
by default allows strategic capacity rationing through control of the strike price. 
Importantly whilst under fixed pricing this would reduce consumer welfare the 
same cannot be said under options. 

Figure 2 shows the consumer’s decision path under this scenario, demon-
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strating the reduction in the resale market. Here, resale opportunities are dimin-
ished and potential consumers losses reduced. The producers are now directly 
competing with speculators.

Figure 2: consumer decision path under options pricing

Conclusion 

Despite ongoing investigations into the secondary ticket market, this paper 
does not find evidence of anti-competitive behaviour. However, it is apparent 
that consumers are being negatively impacted by both limited primary market 
availability and high secondary market prices. The ticketing industry stands at a 
crossroads, public anger is at boiling point, policy makers have threatened to use 
their powers to enact regulation and artists are being accosted by apoplectic fans. 
Although the players in the market are currently acting fairly, it is submitted that 
the current situation is unsustainable. To solve this an options pricing method 
should be adopted by all market players. This would reduce the resale market, and 
thus that of speculative opportunities. The advantages for producers and buyers, 
are that of maintaining producer surplus and accounting for buyer uncertainties, 
and increasing consumer welfare respectively.  

Appendix
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 The War On Drugs: Worst 
Comedown Ever? 

Ali Crighton, Senior Freshman

Despite the infamous effects of the Prohibition of Alcoholic Beverages from 1920 
to 1923, the world and in particular the United States has once again called for 
a complete prohibition or  war on drugs.  This paper presents a thorough examina-
tion of the economic implications of a drug-related prohibition and supply-side  ze-
ro-tolerance  policies. Yielding a comprehensive analysis conveying the obsolete na-
ture of such a prohibition by considering funding and resource allocation, mortality 
of prohibition, the opportunities costs and subsequently the lack of achievements of 
prohibitions. Further, the paper goes onto discuss a variety of alternative strategies 
that countries such as Sweden and Portugal have enacted to combat this illicit in-
dustry.  

 Introduction 
Every time [a drug dealer] is killed, a harder and more vicious version of him 
emerges to fill the space provided by prohibition for a global criminal industry It 
is Darwinian evolution armed with a machine gun and a baggie of crack  (Hari, 
2015: 58).

Ever since 1971, when Richard Nixon officially declared  war on drugs ,  
its effectiveness has been debated as well as compared to alternative policies 

such as treatment, rehabilitation and decriminalization. The aim of prohibition 
is to simply forbid drug use, due to its deleterious effects on society. However, 
economists argue that prohibition itself can have more damaging repercussions, 
such as, violence, crime, mortality and the futile allocation of valuable resources. 

This essay examines the economic impacts of prohibition and supply-sided 
zero-tolerance policies, with a particular focus to the United States. In a global 
war, it is important to learn from the mistakes of others and to follow by ex-
ample. As evidence demonstrates, the war on drugs has been an expensive and 
ineffective one. Crime and mortality are high unlike in countries that have adopt-
ed decriminalization. For example, Sweden and Portugal, which have benefitted 
from less HIV infections and new sources of tax revenue. In order to understand 
the economic significance of this war on drugs, one must first examine how and 
why the combat began.
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Early Prohibition
The Godfather From 1930 to 1962, Harry J. Anslinger held the title of 

Commissioner of The Federal Bureau of Narcotics (McWilliams, 1990). Under 
his tenure, narcotics were progressively criminalized. An underlying racism mo-
tivated him and he employed dramatic fear mongering to gain support:  Harry 
had tapped into the deepest fears of his time  (Hari, 2015: 43). According to An-
slinger,  the blacks, Mexican and Chinese were using these chemicals, forgetting 
their place, and menacing white people . He went further in his use of propaganda 
to frighten the public. He fabricated sensational myths and false accounts about 
drug use. For example, he said that marijuana could cause people to  fly into a 
delirious rage and commit violent crimes , such as rape and murder (McWilliams, 
1990: 70).

Despite the race panics, fear mongering and criminalization, the drug mar-
ket grew. Gangsters, such as Arnold Rothstein, identified large potential in deal-
ing. Control of the market was now theirs after Anslinger s bureau shut down her-
oin clinics across the United States (Hari, 2015). Due to the fact that protection 
was not provided by the state, drug lords had no choice but to resort to extreme 
violence in order to protect their product and their power:  you have to feed or 
you will be food  (Hari, 2015: 63). Rothstein s success and power is best observed 
in monetary values. His wealth reportedly amounted to $125 million in 2016 
Dollars (Pietrusza, 2011).

Anlsinger s solution to the drug problem was to  crack-down  with longer 
prison sentences and exceptionally harsh penalties (McWilliams, 1991). His most 
significant movement in the drug war was drafting the Marijuana Tax Act of 1937 
which imposed penalties and regulations on the sale of marijuana for medicinal 
purposes (DiFonzo & Stern, 2015).This effort earned Anslinger the prestigious 
title of The Godfather of Marijuana Prohibition. Just as drug dealers over-fill their 
predecessor s shoes, Anslinger s loafers were bursting at the seams with a long line 
of even more powerful prohibitionists.

Supply Sided US Drug Policy

President Nixon was the first to coin the phrase  war on drugs , referring 
to law enforcement directed against illegal recreational drug use (Bullington & 
Block, 1990). During his presidency he launched drug interdiction operations 
in Mexico in order to encourage the regulation of cannabis farming there. The 
border was closed in an expensive process that cost the U.S. hundreds of millions 
of dollars as well as all trade with Mexico. As a result, the flow of marijuana 
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ceased, however, Nixon was completely unsuccessful as Colombia quickly took 
over as America s new marijuana supplier (Rosenberger, 1996). The huge amount 
of money and effort spent on this operation simply resulted in a re-structuring or 
re-routing of the drug trade. 

There is a lesson to be learned here that as long as demand exists, so will 
supply. However, history continued to repeat itself. In just the first term of Ron-
ald Reagan s presidency, funding for interdiction and eradication schemes reached 
US$1.4 billion. While annual average funding for rehabilitation, prevention and 
education initiatives declined by US$24 million (Rosenberger, 1996). Bill Clinton 
continued with the Republican s supply sided policy: in the 1995 budget, funding 
for rehabilitative strategies and treatment programmes was only US$2.5 billion 
compared to US$7.8 billion on drug law enforcement (Rosenberger 1996).

Evidently, the prevailing mind-set of U.S. administrations during this peri-
od was a temperance view of addiction which suggested that the drug dealer was 
the source of the problem and that the drug itself is the only ingredient in addic-
tion. In actuality, chemical hooks are only a minor part of addiction, according 
to Hari (2015), only 20% of individuals who try crack will become addicted in 
their life time. Instead of adopting a disease concept view in which addiction is a 
result of circumstantial factors, addicts were heavily fined and incarcerated. In-
stead of supporting recovery and integration into society, addicts were perceived 
as morally defective.          

An Exorbitant War
Funding and Resource Allocation 

Programmes and initiatives of interdiction and eradication have been costly 
and ineffective. Plan Colombia was an initiative signed into law in the U.S in 
2000 by President Clinton, aimed at eradicating coca cultivation and reducing 
the supply of cocaine (Franz, 2016). Mejia and Restrepo (2015) found that this 
eradication policy, and all others like it, had limited effects on the supply of co-
caine because markets adjust by increasing land productivity. In the five years 
following Plan Colombia s initiation, yields per hectare had increased by 40%. 
As a result, retail and wholesale markets in U.S. remained completely unaffected 
(Mejia and Restrepo, 2015). The model devised by Mejia and Restrepo estimates 
that the marginal cost to the U.S. of reducing the quantity of cocaine transacted in 
retail markets by just 1 kg, is about $940,360 for eradication initiatives and about 
US$175,273 for interdiction strategies, such as, that of Plan Colombia. This is 
exceptionally disquieting when compared to the cost of reducing consumption 
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by one kilogram using rehabilitation policies, which amounts to just US$8,250 
per annum (Reuter, 2001).

Similar to interdiction schemes such as Plan Colombia, the punitive drug 
laws and  zero tolerance policies initiated by President Clinton, were also costly 
and essentially ineffective. 75% of the drug law offences in 1995 were solely 
for drug use (Nadelmann, 1991) and in 1996, 59.6% of prisoners were drug 
related criminals (Miller, 1996). Convictions in this period consisted primarily 
of low-level marijuana offenses, costing the U.S. roughly $4 billion per annum 
on just minor misdemeanours (King and Mauer, 2006). The result of the  crack-
down  on drug users and increase in punitive measures, contributed to prison 
over-crowding. And for the first time in America s history, state spending on 
prison construction ($2.6 billion) surpassed spending on university construction 
($2.5 billion) in 1995 (Ahn-Redding, 2010). By 2002, the domestic law enforce-
ment component of the federal drug control budget  was $9.5 billion, resulting in 
a total increase of $4.9 billion since 1991 (King and Mauer, 2006). The allocation 
of valuable resources under these policies is questionable, especially due to the 
unintended consequences which ensue prohibition and punitive law enforcement.

Crime and Mortality 

It is a common misconception that the majority of drug-related deaths are 
caused by over-dosing. However, in 1986, New York, over three quarters of drug 
related deaths were results of attacks/ murders (Hari, 2015). The genesis of these 
attacks remained this prohibition. 

De Mello (2015) found that drug trafficking and crack cocaine have no im-
pact on property crime, only homicides, and thus, drug-induced crime must be 
a product of the systematic violence induced by illegality itself. Prohibition man-
ufactures the organized crime that is behind the violence. It is not repercussions 
of the necessity to maintain habitual drug use which causes the high drug-relat-
ed mortality rates. Hari (2015) also believes that it is prohibition which creates 
a  culture of terror . After Rothstein in the 1920s followed a chain of criminals 
and drug gang leaders, each more vicious  because he was strong enough to kill 
the last . The system rewards violence with power. And accordingly, these crimi-
nals become the only beneficiaries of prohibition. However, with decriminaliza-
tion, the profit motive is non-existential and the subculture dissipates.

The effects of decriminalization on death rates can be seen in Switzerland 
after the initiation of a harm-reduction policy in 1994. Drug related deaths were 
roughly 350  400 per annum in the early 1990s before the adoption of the new 
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anti-prohibition drug policy. This figure approximately halved to 150  200 per 
annum during the 2000s (Reuter and Schnoz, 2009). Before Switzerland s innova-
tive policy, HIV rates were alarming. After a decade, the number of drug injectors 
with HIV had been reduced by over 50% (Nebehay, 2010). These positive results 
can also be seen in Portugal; before 2001 when it decriminalized all drugs, there 
was a soaring amount of drug-related AIDS deaths. Since 2001, drug-related HIV 
infections have reduced by 94%. There has also been a sharp decline in over-
dose deaths to 3 per million, relative to an alarming 185 per million in the U.S. 
(Miron, 2017).

       Ribeaud (2004) found that the Swiss heroin prescription scheme has 
resulted in crime reduction due to the waning of acquisitive pressure on addicts. 
Attending the prescription centre multiple times daily stabilizes their routines, 
giving addicts purpose and psycho-social support. Vital bonds with society ma-
terialize and treated patients reintegrate into society. According to Hari (2015) 
an addict is formed when an individual experiences isolation and trauma. Bonds 
which should be derived from society and interaction, are replaced by the  high  
or satisfaction gained from substance abuse.      

Opportunity Costs 

The cost of foregone alternatives under prohibition are significant. The two 
deadliest recreational drugs on earth are licensed and regulated right now. Re-
gressive sin taxes on alcohol and tobacco raise enormous amounts of revenue for 
states across the globe. In 2014, the U.S. government collected $6.1 billion from 
excise taxes on alcohol, and a staggering $6.9 billion in cigarette taxes (Amadeo, 
2018). From 1920 to 1933 in the United States, there was a prohibition on alco-
hol production and sale. One of the motives behind this policy was to reduce the 
tax burden created by prisons and poorhouses. The  noble experiment  was, in 
fact, a failure, and Franklin Roosevelt actually legalized alcohol again in 1933 in 
search of new sources of tax revenue (Thornton, 1991). 

If drugs were legalized and taxed, the tax revenue collected could be used 
for treatment programmes to counteract the small increase in drug use that could 
result from legalization. Roumasset (1996) found that in the case of cocaine in 
the U.S., only 10.8% of the tax revenue would be required for rehabilitative 
schemes, in order to hold cocaine use constant after legalization. According to 
Jacobi and Sovinski (2016) marijuana legalization and taxification alone would 
raise a minimum of $77 million to $220 million per annum for Australia. A 2005 
report funded by the Marijuana Policy Project estimated that $6 billion would be 
raised annually in the United States if marijuana were taxed similarly to alcohol 
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or tobacco. These are strong arguments in favour of legalization and there is more 
than just what s at face-value. The decrease in expenditure on expensive eradica-
tion and interdiction schemes would also generate a significant improvement in 
the government budget balance. However, there are also notable arguments for 
prohibition which should be reviewed.

The War on Drugs: a search for achievements

The most valuable research in arguing an anti-prohibitionist case, is to anal-
yse whether the War on Drugs achieved its main goal or not; to prevent the use 
of drugs. The Office of National Drug Control Policy (ONDCP) stated, in their 
2003 Strategy, that illicit drug use among teenagers was at its lowest level since 
a decade (Robinson and Scherlen, 2014). Although, this is a positive outcome, 
the ONDCP are actually admitting failure as it is their  first significant down-
turn  and they have only begun to reduce drug use. The positive outcome is thus 
unrepresentative of the long-term trends. The ONDCP s claims of short-term 
and irregular positive changes are representative of all of the benefits of the war 
on drugs. Reagan s punitive sentencing laws for drug offenders, led to a colossal 
increase in incarceration rates. This outcome can also be seen as a short-term pos-
itive effect of the war because for the short period of time before a drug dealer is 
replaced, he is locked up in prison. Despite these minute achievements, the poli-
cy was a failure leaving the supply and consumption of drugs was left unaffected.

Aside from domestic strategies, it is also important to review the effective-
ness of foreign policies. The supply-sided eradication policies initiated under Plan 
Colombia were somewhat successful because cultivated coca decreased by 50%, 
from 160,000 hectares at the initiation of the scheme to 74,000 hectares 6 years 
later (Franz, 2016). However, the UNODC (2011) reported that cocaine pro-
duction only increased by 5.3% due to the readjustment to a system of increased 
productivity per hectare. These results are indicative of the importance of not 
taking the effects of the drug war at face-value.         

Concluding Convictions and Suggestions

Statistical evidence is testimony to the failures of the war on drugs. The 
wealth of research conducted on the results of the war and the possible alternative 
strategies, supports the argument against prohibition. The enormous cost of in-
effective supply-sided interdiction and eradication schemes by the U.S., lends to 
the attraction of more worthwhile rehabilitative and preventative policies. These 
policies have been proven to be more successful and a more valuable allocation 
of resources, in countries such as Sweden and Portugal. As discussed, the results 
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were lower crime and death rates as well as a reduction in the spread of HIV. Un-
der these schemes, addicts are reintegrated into society. Before, they were a cost 
to the government, now, they join the labour force and become valuable assets 
and resources.    All governments must enact policies to follow in the steps of 
countries such as Sweden and Portugal. Policies of legalization and regulation 
would result in a dramatic reduction in the size of the black market for drugs, 
which thrives off of prohibition. The reduction in organized crime would reduce 
the mortality rate, improving security, health and productivity of citizens. Drugs 
would be prescribed by doctors on the basis of necessity. Use would increase 
slightly but harms would reduce drastically. Unlike drug dealers, licensed retail-
ers would have no incentive to sell to teenagers as they would lose their licence. 
The significant increase in disposable government revenue would be accompanied 
by hefty tax revenues to boost economic activity. The research has been done, the 
effectiveness proven, now it is time to officially end the war on drugs and all of its 
unintended consequences, and to implement a new and more effective strategy 
across the globe; legalization. 
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Can Crowdsourcing Help 
Us Address Wicked 

Problems?
Arthaud Mesnard, Senior Sophister

Human ingenuity has continuously aided problem solving through time, yet the 
problem solving process gains complexity when encountering problems that present 
multiple participants with differing opinions and agendas – wicked problems. The 
onset of global integration through globalization has provided a platform for these 
problems to grow in volume and in intricacy, This is due to the added complexity of 
new participants added by various cultural and ethnic factors. This literature review 
aims to unearth whether the concept of crowdsourcing may be applied in combatting 
these wicked problems. This evaluation will explore how crowdsourcing can provide 
a means to solve wicked problems before discussing how best to organise and im-
plement crowdsourcing to address wicked problems. An example using Hyperloop 
Transportation Technology will be presented - a company that currently leverages 
crowdsourcing capability to redefine space-time compression.

“Crowdsourcing harnesses the creative and competitive spirit of people all over the 
world, enabling them to solve big problems as well as small ones.”  Vivek Wadhwa (WSJ, 
2017.)

Introduction

Throughout history, humans have proved to be ingenious problem solvers in a 
multitude of scenarios from taming wild animals to controlling fire and cur-

ing diseases. Scientific problems may be complex but they have a solution. Social 
problems are harder to define − the “solution” affects the problem in unexpected 
ways and they have multiple stakeholders with different opinions and objectives. 
Rittel coined these problems “wicked problems” (Rittel et al. 1973). With glo-
balisation, the world is becoming increasingly interconnected: the problems we 
used to face as communities and towns now need to be tackled on a global scale. 
This increases the wickedness of problems by increasing the number and diversity 
of stakeholders. Crowdsourcing, defined as outsourcing tasks to the crowd, has 
been a topic of interest in innovation research in the last decade. As an approach, 
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crowdsourcing enables us to tackle all types of problems according to Wadhwa.

Can crowdsourcing help us address wicked problems? 

In this literature review, I will define the concepts of crowdsourcing and 
wicked problems, look at the evolution of crowdsourcing, focus on idea crowd-
sourcing as a means to solve wicked problems before exploring how to organise 
crowdsourcing to address wicked problems. We will further illustrate the points 
made with the example of Hyperloop Transportation Technology, a company le-
veraging crowdsourcing to once again redefine our relationship to time and space.

Defining Wicked Problems and Crowdsourcing

Kolko defines a wicked problem as “a social or cultural problem that is dif-
ficult or impossible to solve for as many as four reasons: incomplete or contradic-
tory knowledge, the number of people and opinions involved, the large economic 
burden, and the interconnected nature of these problems with other problems” 
(Kolko, 2012). Whilst Curtis talks about the six characteristics of wicked prob-
lems, Rittel gives the ten conditions that make a problem wicked (Curtis, 2016; 
Rittel et al., 1973). Due to the difficulty stakeholders have defining the wicked 
problem and the number of variables that affect it, there is no objective optimal 
solution to a wicked problem (Conklin, 2005). Solving wicked problems require 
a new problem-solving approach that is dynamic (Hautamäki et al. 2015). 

Using the masses to solve complex problems is interesting as it limits indi-
vidual biases and aggregates domain knowledge. Aristotle, the Greek philosopher, 
talked about the benefits of relying on the knowledge of the crowd when it comes 
to solving complex problems (Lord, 2013). However, before the internet, only 
local crowds could participate in solving problems, thus limiting the diversity of 
knowledge. Crowdsourcing, a term first coined by Howe in 2006, is defined as 
“taking a function once performed by employees and outsourcing it to an unde-
fined (and generally large) network of people in the form of an open call” (Howe, 
2006). By dramatically lowering the cost of communication and enabling social 
interactions between strangers, the internet and social media have played a key 
role in the rise of crowdsourcing (Boncheck, 1995; Majchrzak et al., 2013; Bra-
bham, 2008). Crowdsourcing has been successful across domains, industries and 
organisational sizes (Wilson et al.2017, Machado et al. 2014).

Despite Howe defining crowdsourcing only a decade ago, the definition of 
crowdsourcing has evolved. Due to social change and technological innovations, 
Kietzmann revisited and updated Howe’s definition of crowdsourcing to “the use 
of IT to outsource any organisational function to a strategically defined popula-
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tion of human and non-human actors in the form of an open call” (Kietzmann, 
2017). This updated definition of crowdsourcing is broader than the previous and 
accounts for six changes that have occurred in the way we think of crowdsourcing 
(Kietzmann, 2017).

Despite recent efforts to define crowdsourcing, there is a lack of clarity 
between the terms “mass collaboration”, “crowdsourcing”, “open innovation” and 
“sustainable innovation”. The overlap in the definitions of these concepts might be 
due to the fact that they are new and evolving.

The Evolution of the Concept of Crowdsourcing
Typology of Crowdsourcing

According to Prpic et al., four types of crowdsourcing exist based on two 
criteria: how the crowd contributes and how the organisation takes into account 
these contributions (Prpic et al., 2015). Lobre et al., have defined ten different ap-
plications of the crowdsourcing concept ranging from “crowdfunding” to “crowd-
care”, each having its strengths and weaknesses (Lobre et al., 2015). Ali-Hassan 
and Allam’s work is more complete as it assesses the similarities, differences and 
overlap in the twelve sub-categories of crowdsourcing they discovered based on 
nine factors (Ali-Hassan et al, 2016). In this literature review, we are going to 
focus on idea crowdsourcing (when the crowd comes up with subjective solu-
tions that the organisation filters), which we think is the most promising type of 
crowdsourcing to solve wicked problems (Prpic et al., 2015).

From Micro-Tasking to Idea Crowdsourcing

What we define as micro-tasking is what Howe called crowdsourcing: out-
sourcing to the crowd a task usually performed by employees. Micro-tasking is 
when the organisations break down processes into small repetitive tasks per-
formed by the crowd and then aggregates the crowd’s work. So far, micro-tasking 
is the most common form of crowdsourcing. It has mostly been used as a way to 
perform tasks faster, cheaper and more efficiently than employees can (Brabham, 
2008). Micro-task crowdsourcing can “help firms access previously inaccessible 
resources to build a competitive advantage” (Prpic et al., 2015). 

Our literature review has lead us to differentiate micro-tasks that are done 
intentionally by the crowd and those who are done unintentionally. To prove our 
point, we will take two examples: Duolingo and Wikipedia. When users decide 
to share their knowledge, they write an article and intentionally contribute to 
the free online encyclopaedia that is Wikipedia. Duolingo, is a language learning 
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app, however, by learning a new language, users are inadvertently participating in 
translating the internet (Garcia, 2013). Luis Von Ahn and his colleagues at Car-
negie Mellon University have used this same model with reCAPTCHA, using 
the crowd to protect websites from spam robots while digitalising books (Von 
Ahn, 2008). While both of these types of crowdsourcing are extremely valuable, 
they currently do not tackle wicked problems. “Microtasking is well suited to 
problems that can be addressed by repeatedly applying the same simple process 
to each part of a larger data set. Microtasking alone, however, is inadequate for 
addressing wicked problems.” (Michelucci and Dickison, 2015). 

However, in the future, projects like Duoliongo, that use human computa-
tion which is defined as “the science that aims to combine the unique strengths of 
humans and computers to create new capabilities”, could become a way to solve 
wicked problems if machines and humans manage to augment each other simulta-
neously (Michelucci and Dickison, 2015). “The human computation ecosystems 
of the future have huge potential to help address wicked problems, but are cur-
rently being explored in less wicked contexts” (Michelucci and Dickison, 2015).

While there is a lot of research around the types of crowdsourcing, a clearer 
differentiation between crowdsourcing as a social innovation and crowdsourcing 
as a means of social innovation is needed. 

Literature review: Can crowdsourcing help us tackle 
wicked problems?

According to N. Roberts, there are three approaches to solve wicked prob-
lems: authority, competition and collaboration, each of them having their own 
advantages and disadvantages (Roberts, 2000). Human beings have a natural ten-
dency of using authority or competition to solve problems, but it is collaboration 
that is the most suited for solving wicked problems (Roberts, 2000). Based on 
Roberts’ work and the opportunity that collaboration represents in solving wick-
ed problems, Denning and Yaholkovsky developed a five-stage process to allow 
for better collaboration (Denning et al., 2008). In 2000, Roberts urged research 
efforts to focus on the promising collaborative approach to wicked problem-solv-
ing. Her voice seems to have been heard. Indeed, since the turn of the millenni-
um, there has been an emphasis on collaborative forms of innovation such as open 
innovation and networks in academic research with a (Hautamaki et al. 2015). 

Idea crowdsourcing has advantages that make it the most promising col-
laborative approach to innovation in order to tackle wicked problems. Crowds 
cancel out personal biases, therefore leading to more rational results (Majchr-
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zak et al., 2013). Furthermore, “the expertise [that] you need in dealing with a 
wicked problem is usually distributed over many people’’ (Rittel, 1972, p. 394). 
To tackle wicked problems, teams must be diverse and interdisciplinary (Sur-
owiecki, 2004, Erickson et al., 2012; Hautamäki et al., 2015). Crowdsourcing, 
by involving many people with different backgrounds and expertise in the prob-
lem-solving process, is a promising way to address wicked problems. Thanks to 
crowdsourcing, organisations tap into groups with a unique skillset that can gen-
erate innovative solutions to wicked problems (Prpic et al., 2015).

In addition, stakeholders affected by the wicked problem should actively 
be involved in the problem-solving process (Rittel, 1972, p.394, Hautamäki et 
al., 2015). Whilst idea crowdsourcing does not, by default, include stakeholders 
affected by the problem, it allows for them to take part in the problem-solv-
ing process. Conklin adds that despite stakeholders usually having contradicting 
opinions, they can raise issues and are more likely to accept the solution if they 
have been included in the problem-solving process (Conklin, 2005). Local cir-
cumstances must be considered in order to effectively solve a wicked problem 
(Conklin, 2005). Brunswicker et al. argue that wicked civic problems can be 
tamed if the solutions are both integrated and contextualised (Brunswicker et al., 
2017). Idea crowdsourcing allows for the integration the stakeholders and the 
local context in the wicked problem-solving process. Through hackathons, Tech-
fugees, an NGO that promotes technological solutions to help refugees, has seen 
many refugees, who have integrated and contextualised knowledge, find solutions 
to help other refugees (techfugees.com).

Despite the numerous advantages we have found to crowdsourcing, there 
is a lack of research on idea crowdsourcing as a means to solve wicked problems. 
Despite the recent regain of interest in this field of study with the human com-
putation concept (Von Ahn, 2013; Michelucci and Dickison, 2016), Rittel was 
already talking about the need for diverse knowledge and collaboration to tackle 
wicked problems back in 1972.

How to Best Organise Crowdsourcing to Tackle Wicked Prob-
lems

Now that we have proved that crowdsourcing can help us solve wicked 
problems, we are going to evaluate how we must organise crowdsourcing for 
wicked problem-solving. 

The inherent difficulty that arises from tackling wicked problems is that 
stakeholders do not agree on the definition of the problem and there is no ob-
jective solution, therefore, the idea crowdsourcing process must be structured 
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(Roberts, 2000). While Roberts argues that collaboration is the best approach to 
tackling wicked problems, the Xprize approach uses a blend of collaboration and 
competition. Xprize is a foundation that aims at funding projects that have the 
potential to positively affect one billion people by 2020 (Xprize.org). While there 
is a sense of purpose that can arise from tackling a wicked problem, extrinsic 
motivation can be leveraged to tackle a wicked problem too. Through its open call 
competition system, Xprize sets clear deadlines and objectives, thus structuring 
the idea crowdsourcing process (Xprize.org). Furthermore, the Xprize approach 
leverages people’s competitiveness with the winners of the competition getting 
press coverage and financial benefits. The approach to crowdsourcing that blends 
what Roberts defines as the collaborative and the competitive approaches seems 
to benefit from the advantages of both approaches while reducing each other’s 
limits. This approach to organising idea crowdsourcing needs to be further re-
searched. 

When tackling wicked-problems, organisations should consider measures 
to limit the shortcomings of idea crowdsourcing. The difficulties that arises from 
working with experts who have knowledge in different fields is one of the main 
downside of idea crowdsourcing. “Participants often live in different intellectu-
al worlds and have distinct technical languages. The gulfs between behavioural 
norms and values across industries and professions can be even wider” according 
to Edmondson (Edmondson, 2016). Another shortcoming of idea crowdsourcing 
is “crowd hijacking” when members of the crowd may push their own agenda over 
the organisation’s agenda (Wilson et al. 2017). 

Potter et al., argue that mass collaboration problem solving is an effective 
approach to address wicked problems (Potter et al. 2010). However, in recent 
years, idea crowdsourcing seems to have moved away from mass collaboration 
to go to a selected group of experts selected from the crowd for their domain 
knowledge (Hofsteller, 2017). Indeed, thanks to technological innovation, small 
teams of experts are able to do what only large organisations and governments 
could do in the past (Diamandis, 2012). The approach taken by Xprize is the 
following: organising an open call competition to get access to the most suitable 
talent from across the globe. By carefully selecting experts from different fields, 
the chances of “crowd hijacking” are lowered.

In 2004, Surowiecki said “If four basic conditions are met, a crowd’s “col-
lective intelligence” will produce better outcomes than a small group of experts”; 
these four conditions are independence among members, diversity in opinion, 
decentralization and aggregation of opinions (Surowiecki, 2004). Therefore, 
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crowdsourcing wicked-problem approaches should be organised in ways that re-
spect these four conditions.

Due to the variety in the types of wicked problems that exist, the difficulty 
stakeholders have defining them and the number of variables that affect them, 
there probably is no generic “best approach” when it comes to organising crowd-
sourcing to solve wicked problems. However, more research should be conducted 
to define the drivers of success in the approach taken by successful crowdsourcing 
projects tackling wicked problems. 

Crowdsourcing as a Means to Solve a Wicked Problem: 
The Hyperloop Transportation Technologies Example

Hyperloop may be the perfect example of crowdsourcing. Hyperloop is 
a system of “levitating pods that would travel in near-vacuum tubes at near the 
speed of sound” (wired.co.uk). In 2013, Elon Musk published HyperLoop Al-
pha a white paper explaining the engineering and physics behind what he coined 
the fifth mode of transportation (Hyperloop Alpha, 2013). Whilst Hyperloop 
could change our relationship to time and space, the development of the fifth 
transportation mode is a wicked problem according to Kolko’s definition as the 
knowledge around the concept is incomplete, a great number of people with dif-
ferent skills and perspectives must be involved in the development of Hyperloop, 
building one route from San Francisco to Los Angeles would cost over six billion 
dollars and these problems are interconnected with other problems (Applegate 
et al., 2017).

Being too busy with Tesla and Space X, Elon Musk donated this concept to 
the world for the crowd to develop it. Despite not being directly involved in any 
company developing this technology prior to 2017, Elon Musk decided to sup-
port this project by hosting annual competitions on the pod design and providing 
a testing space for other features in his current companies (Tesla and Space X): he 
uses the same competition format as Xprize to incentivize teams to develop this 
technology (Applegate et al., 2017). 

Hyperloop Transportation Technologies (HTT) is the only “crowd-powered” 
hyperloop company: “not just by crowdsourcing the design and early financing of 
new Hyper transportation system that HTT would build, but also in its develop-
ment and launch” (Applegate et al., 2017). Indeed, with Hyperloop One, HTT is 
the most advanced hyperloop team despite the fact that, until recently, it had no 
full-time employees (Applegate et al., 2017). Hyperloop TT is being developed 
thanks to over 800 contributors from 38 countries who work at least ten hours a 
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week and are rewarded with stock options. 

HTT even went further in the crowdsourcing aspect as they have used the 
crowd to raise funds through their Indiegogo crowdfunding campaign and are 
partnering with companies, leading universities and governments all over the 
globe to make hyperloop a reality (Applegate et al., 2017). Ahlborn and Gresta, 
the co-founders of Hyperloop TT, argue that crowdsourcing has enabled them to 
develop a great plan, to have access to strategic partners and to world-class per-
formers (Applegate et al., 2017). “We believe that we are not only transforming 
the nature of transportation, we are also defining the future of work in the 21st 
century” says Dirk Alhborn (Applegate et al., 2017).

Conclusion
Discussing the case of Hyperloop TT has deepen our understanding of idea 

crowdsourcing and how organisation may wish to structure their approach to 
tackling wicked problems. 

Over the past decade there has been a blurring of boundaries in many differ-
ent contexts including how organisations conduct innovation. Due to the novelty 
of the concept of crowdsourcing, research must be constantly conducted to stay 
up to date with the evolution of the concept. As crowdsourcing becomes more 
main stream, research should shift from a case study approach to a broader use 
empirical data. 

In this paper, we reviewed the types of crowdsourcing and differentiated 
micro-tasking and idea crowdsourcing by saying that the first was a social in-
novation in itself whilst the latter was a means to create social innovations. We 
discovered the advantages of idea crowdsourcing and its potential to tackle wick-
ed problems. We identified the blend of the collaborative and the competitive 
approach as being of interest to address wicked problems. Finally, we determined 
that more research must be conducted to help us design the right crowdsourcing 
approach to address wicked problems. 

Despite the fact that HTT has not yet reached its objective, a lot can be 
learnt from this case study as it is a good position to do radically redefine our 

relationship to time and space, thus proving Wadhwa right.
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Switching Costs and the 
Irish Mortgage Market 

Sibeal Wheatley, Senior Sophister

Mortgage interest rates are determined by a number of factors; the credit risk associ-
ated with lending, operational costs of the bank, cost of capital and competitive en-
vironment all impact mortgage rates offered by banks. In this paper, we will evaluate, 
from an economics of competition policy perspective, the role of switching costs in 
improving competition in the Irish mortgage market. Mortgage switching has been 
identified as a ‘key enabler’ for unlocking greater competition and consumer mobil-
ity in the Irish market. At present, switching rates are very low, despite the potential 
benefits a consumer may obtain from switching their loan provider. Only 2% of Irish 
consumers switched between 2011 and 2016 (CCPC, 2017). 

Introduction

Competition policy plays an influential role in the protection and elevation 
of consumer welfare under a free market structure. The Central Bank of 

Ireland and Competition and Consumer Protection Commission have a key role 
to play in ensuring the efficient functioning of the mortgage market. The CBI in 
2017 noted that the competitive environment in the Irish mortgage market has 
weakened over the course of the last decade. This has allowed lenders to increase 
margins above the levels expected in a more competitive environment. If new 
market entrants continue to be rare, and there is a lack of effective competition, 
lenders will operate within an oligopoly (McQuinn & Morely, 2015).  The CCPC 
in their report ‘Options for Ireland’s Mortgage Market’ outline how a reduction 
in the cost of secured mortgage lending is possible through the improvement of 
lender competition. The lowering of switching costs in the market has been iden-
tified as one way in which regulators may increase competition.

Types of Switching Costs 

In many markets, consumers who have previously purchased from one firm 
face costs in switching to a competitor’s product, even if the two firms’ prod-
ucts are identical (Klemperer, 1995). Klemperer (1995) identifies many different 
switching costs. Among them are ‘transaction costs of switching suppliers’, ‘un-
certainty about the quality of untested brands’ and ‘psychological costs’, all of 



48

Student economic Review vol. XXXii

which may be applied in the context of the Irish mortgage market.

As part of a report published in April 2017, the CBI examined consumer 
perceptions, attitudes and experiences of mortgage switching. In the same year, 
the CCPC carried out further research in this area. The results obtained from 
the consumer focus groups used in these studies can be used to identify distinct 
switching costs present in the Irish mortgage market.

(1) Transaction Costs 

These studies showed that consumers find it difficult to evaluate the dif-
ferences between mortgage offerings present in the market. Limited knowledge 
is compounded by the complexity of mortgage products. Besides the basic rate, 
term and bank-specific features of a product, effectively analysing a mortgage 
offering requires the consumer to think across multiple time and cost dimensions. 
The prevalence of variable rates in the Irish market adds to the complexity faced 
by consumers in effectively forecasting gains from switching.  Consumers incur 
transaction costs in evaluating competing offers, closing their existing account 
and completing documentation. The hassle involved with moving data or files 
from one institution to another is an immediate consideration. Eldin and Harris 
(2013) call this ‘data portability’ and cite it as an important determinant of trans-
action costs. 

(2) Uncertainty  

Focus group discussion facilitators noted a general sense of consumer fear 
and uncertainty surrounding mortgage switching. Consumers are uncertain 
about the quality of untried lenders, and associate switching with financial risk. 
Consumers are risk averse and prefer to remain with a familiar loan provider. 
For many, the perceived risk outweighed any potential reward. Consumers were 
sceptical about new entrants, unsure of whether these banks were committed to 
the Irish market. It can be argued that the financial crisis, and the tracker mort-
gage scandal may have damaged consumer confidence in the Irish banking sector. 
This may add to consumer’s apprehension in dealing with creditors.

(3) Psychological Costs  

Klemperer (1995) outlined how consumer tastes evolve to favour the brand 
they are using. In behavioural economics, this is called ownership bias. Some cus-
tomers cited the reason for doing business with a particular bank as linked to the 
fact that their parents use that bank (CCPC, 2017). A second bias which may serve 
as a switching cost is the observation that humans discount future gains (which 
here would be savings on mortgage repayments) hyperbolically (O’Donoghue & 
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Rabin, 1999). The cost of finding an improved mortgage offering is incurred by 
the consumer immediately. The benefits associated with switching accrue to the 
consumer slowly over a long future period. It has been shown that consumers 
discount these ‘gains’ at a very high rate, inconsistent with the standard economic 
assumption of rationality (O’Donoghue & Rabin, 1999). This significant consum-
er bias may partly explain why the average mortgage consumer is failing to accu-
rately forecast gains from switching. 

Switching Costs and Market Competition
Barriers to switching mean that banks face a trade-off between investing 

in market share (for example, by charging a low interest rate that attracts new 
customers) or harvesting profits by charging high rates, which allow them to 
capitalise on existing market share. Klemperer (1995) finds that a firm’s incen-
tive to exploit existing customers dominate their incentive to attract new ones. 
This leads to higher prices in markets with switching costs. High switching costs 
can create barriers to entry and barriers to expansion for rivals (Eldin & Harris, 
2013). Furthermore, high switching costs may provide the conditions for firms 
to act as monopolists within their individual share of the market. McQuinn and 
Morely (2015) suggest that a lack of competition in the Irish mortgage market 
may be why decreased ECB rates have not been passed on to consumers.

Klemperer (1995) describes the mechanism by which a firm may act as a 
monopolist against its own customer base. He illustrates this using a duopolistic 
model. Let α represent the fraction of consumers that have previously taken out 
a mortgage with bank A. They incur switching costs in switching to bank B. The 
complementary fraction bought from bank B, 1 – α = β. If s is large enough, then 
the unique non-cooperative Nash equilibrium in price competition yields firms 
joint profit maximizing outcome. The reason is that bank A cannot attract any of 
B’s customers without lowering prices below B’s price. Large price cuts give up 
more profits on it’s already captive customers than it gains by stealing B’s custom-
ers. Bank A does better to act as a monopolist within its share of the market. The 
current conditions present in the Irish market make it more likely to observe this 
type of behaviour. The number of firms decreased following the financial crisis, 
and the Herfindahl-Hirshman Index has increased to just below 2200, surpassing 
the benchmark 1800 level (CCPC, 2017). Market concentration is high. As well, 
the pattern of market share is relatively symmetrical, which Klemperer (1995) 
cites as a condition facilitating monopolistic behaviour in a market with switching 
costs.
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It is helpful to view every new cohort of ‘first-time buyers’ as a separate 
market. There may exist fierce competition to capture these customers, build up 
market share and use this expanded consumer base to increase profits. If we treat 
new mortgage customers as a separate sub-market, analysis of the competition 
mechanisms at work within the market become easier to distinguish. 

In 2010, an American court ruled that Microsoft had ‘acted anticompet-
itively to increase, maintain and exploit high switching costs’ (Eldin & Harris, 
2013). ‘The Microsoft Case’ is an important example of the application of an-
ti-trust law in the context of switching costs. These legal findings suggest that per-
haps switching costs are less of a ‘grey area’ than they may appear to be. Although 
no such case has come before Irish courts, it is likely that Irish banks are aware 
that high switching costs and monopolistic actions against their own consumer 
bases can indeed lead to legal penalties. 

What is lacking in the CCPC’s report is a discussion of the distinction be-
tween ‘inherent’ and ‘strategic’ switching costs. Inherent costs occur naturally 
in the market, whereas strategic costs are created or elevated by market players 
(Eldin & Harris, 2013). This distinction is important when analysing whether a 
firm has attempted to strategically raise switching costs to act as a monopolist 
against its own customer base. Firms can increase the complexity of their prod-
ucts to raise switching costs. The proliferation of ‘loyalty discount’ and ‘cashback’ 
offerings available on the Irish market may be viewed as sophisticated attempts by 
banks to manipulate consumer behaviour, making comparison and evaluation of 
competing offers an increasingly complex task. If Irish banks raise the complexity 
of their products to lock in market share, is it possible to equate this to indirectly 
collusive behaviour? Klemperer (1995) outlines how the existence of switching 
costs may lead firms to simultaneously and non-cooperatively raise those switch-
ing costs. Klemperer argues that switching costs facilitate collusion through the 
dividing-up of market share into defined sub-markets of consumers who bought 
from different firms. This provides ‘focal points’ for tacitly collusive division of 
the market. However, while it may appear that high switching costs are evidence 
of collusion, this intuition does not seem easy to formalise (Farrell & Klemperer, 
2001). The CCPC makes no reference to this being an issue, and focuses on how 
regulation may be implemented that would encourage mortgage switching. 

Considerations for Irish policy 
Switching costs have been identified by both the CCPC and CBI as a signif-

icant barrier to effective competition in the Irish mortgage market.  It has been 
shown that consumers face difficulty in accurately evaluating competing mort-
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gage offerings. This is exacerbated by the complexity associated with additional 
product features. The Fair Mortgages Campaign and some politicians have called 
for cash incentives to be banned. However, it is difficult to see how this could be 
prevented without the introduction of new legislation, and whether this type of 
legislation would be capable of being implemented at all. 

Cass Sunstein and Richard Thaler, in their influential book ‘Nudge’, attest 
to the power of behavioural economics and it’s role within public policy. Ac-
knowledging a general dislike (from both consumers and industry) of excessive 
government intervention, they advocate an approach they call ‘liberal paternal-
ism’. It is evident that consumers are often not behaving rationally in the market. 
One suggestion is to have specific nudge points over the course of the mortgage 
life cycle, where switching is presented as an option to the consumer. The ‘hassle’ 
factor linked to mortgage switching may be significantly reduced through the in-
troduction of e-conveyancing. Costs associated with evaluation/learning may be 
reduced through informational campaigns and the promotion of mortgage com-
parison websites and use of independent financial advisers. 

Even upon successful implementation of programs to encourage mortgage 
switching, it is unlikely that a dramatic increase in switching would be observed 
due to the prevalence of tracker mortgages. Although trackers are now no longer 
available on the market, they account for 48% of the credit advanced to Irish 
resident households for home purchases (CCPC, 2017). This significantly reduces 
the pool of potential switchers. Tracker mortgage customers pay less in mortgage 
repayments, as the ECB rate is at an historically low level. This is a drain on bank 
profitability. Higher rates are passed on to other customers, in to compensate for 
the losses banks are making on trackers. This should be kept in mind when evalu-
ating competition in the Irish mortgage market.

Conclusion 
A decrease in switching costs has the potential to elevate competition in the 

mortgage market. An increase in competition may facilitate a lowering of the cost 
of credit, encourage new market entrants and increase the quality of customer 
service. Switching costs come in many forms, and may act as a significant barrier 
to effective competition and consumer mobility in the market. It can be argued 
that the presence of switching costs in the Irish mortgage market leads to banks 
acting as monopolists against their own customer base, and a simultaneous raising 
of switching costs by Irish banks may equate to tacit collusion. The CBI, Depart-
ment of Finance and CCPC have a key role in encouraging increased levels of 
mortgage switching. These organisations should consider exactly how to decipher 
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whether banks are engaging in a strategic, or a collusive raising of switching costs. 
Switching is a facet of Irish mortgage policy ripe for intervention, and should be 
an immediate target for policy-makers. 
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Should Ghana specialise 
in the production and 
export of cocoa beans?

Eimear Flynn, Senior Sophister

Ghana is the world s second largest producer of cocoa beans, with the 
commodity dominating its economy. Eimear Flynn explores the role 
of cocoa in the Ghanaian economy and questions the implication 
from the Ricardian model which suggests specialisation in cocoa due 
to comparative advantage will improve Ghana s terms of trade. She 
instead points out that cocoa production has failed to become more 
efficient and also has a destabalising effect on the wider economy, and 
that climate change, land shortages and youth migration threaten 
the sustainability of production. Instead Ghana should diversify its 
exports in order to encourage growth, stability and investment.

Introduction

Ghana is the world s second largest producer and exporter of cocoa beans 
(Kolavalli and Vigneri, 2011). The country, which earned middle-income 

status in 2011, has occupied a leading position in the market for raw cocoa 
beans since the 19th century. The cocoa sector employs over 800,000 individu-
als in Ghana alone (Ford, 2017). While much of Ghana s growth is attributable 
to global demand for its exports of cocoa beans, it is not to say that the coun-
try should continue to specialise in their production in the long term. Both 
the Heckscher-Ohlin and the Ricardian model advocate specialisation based on 
comparative advantage. Although policymakers have pursued policies based on 
the predictions of the Ricardian model, the role of specialisation in stimulating 
economic growth is much disputed. The question this essay attempts to answer 
is whether or not Ghana should deviate from the recommendations of the Ri-
cardian model, and diversify exports.  

A Theoretical Perspective
Classical theories of trade present models in which countries specialise 
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in the production of goods in which they have a comparative advantage and, by 
doing so, can derive gains from trade. A country is said to have a comparative 
advantage in the production of a good if the opportunity cost of production is 
lower than the opportunity cost of producing the same good in the other coun-
try (Feenstra and Taylor, 2014). While the sources of comparative advantage 
differ in the Ricardian and the Heckscher-Ohlin models, both models yield a 
similar result, namely that countries can derive benefits from trade by special-
ising in the production of the good in which they have a comparative advantage.      

The Heckscher-Ohlin model predicts that a country will export the 
good that uses the abundant factor of production intensively (Feenstra and Tay-
lor, 2014). Both countries can earn a higher relative price by opening up to 
trade (Feenstra and Taylor, 2014). The fundamental assumption underlying the 
Heckscher-Ohlin framework, that technology is constant across countries, is 
problematic and undermines the model s use in this analysis. Such an assump-
tion is unreasonable when examining trade between developed and developing 
countries, in which significant disparities in terms of their technological capa-
bilities are identifiable. Trade models must instead capture technology s role 
in motivating international trade. In the Ricardian model trade is driven by 
differences in the technological capabilities of countries. For this reason, the 
Ricardian model will be the focus of this paper.      

Labour is the only factor of production in the model. There are two coun-
tries, each producing two goods, cocoa and cars say. Differences in technology 
allow for varying degrees of productivity across countries. These differences 
see countries specialise in the production of the good in which they are most 
efficient and trade for the remainder of their needs (Feenstra and Taylor, 2014). 
Both countries will experience gains from trade. Specialisation will lead to eco-
nomic growth as the terms of trade improve (Singer, 1950). The wages paid to 
labour will rise in both countries as a result. The margin of income over sub-
sistence needs generates savings to be invested in capital accumulation (Singer, 
1950). However, the extent to which specialisation facilitates capital formation 
is dependent on a number of assumptions, including that of perfectly compet-
itive markets and the assumption that favourable terms of trade are passed on 
to producers in the form of higher incomes (Feenstra and Taylor, 2014). These 
assumptions have been the subject of much debate and will be explored in 
greater detail in the following section.    

Prebisch-Singer Hypothesis 
While specialisation remains a popular policy approach among govern-
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ments, consensus has yet to be reached on the effectiveness of this approach 
to generate growth. The Prebisch-Singer hypothesis presents a challenge to the 
fundamental finding of the Ricardian model, to the idea that countries that 
specialise in the production of the good in which they have a comparative ad-
vantage will experience an improvement in the terms of trade. Prebisch (1950) 
and Singer (1950) suggest that the gains from trade are unequally distributed. 
While industrialised countries will benefit from long run improvements in the 
terms of trade, the same is not true of developing countries that specialise in 
the production of primary commodities. Primary product producers will in-
stead experience a deterioration in the terms of trade over time (Singer, 1950).       

Prebisch (1950) differentiates between the centre, the industrialised 
countries, and the peripheral or developing countries in order to make his case. 
The centre produces sophisticated manufactured goods, cars say, while the pe-
riphery specialises in the production of primary products such as cocoa. The 
products produced face differing elasticities of demand (Prebisch, 1950). Pri-
mary products are price and income inelastic, while manufactures have a high 
income elasticity of demand. Rising incomes will result in a greater expansion 
of the demand for manufactures. Similarly, the low price elasticity of demand 
for primary products suggests that a decline in price will do little to improve 
the earnings of peripheral countries and may in fact lead to a decline in revenue 
(Gemmill, 1962). Differences in elasticities will ultimately result in a decline in 
the terms of trade for the periphery over time.       

This deterioration in the terms of trade is partially attributable to dif-
ferences in the degree of market power of the centre and the periphery. The 
Ricardian model assumes perfectly competitive markets (Feenstra and Taylor, 
2014). This assumption is likely only to hold in the periphery. Ghana, for in-
stance, is a small open economy that has partially specialised in the production 
of cocoa, a homogenous good. Producers cannot influence the world market 
price. The cocoa market is perfectly competitive. The world market for cars, by 
contrast, is imperfectly competitive. Product differentiation allows producers 
to exert a degree of market power and influence the world price. This has im-
portant implications for trade. The perfectly competitive cocoa market means 
that the benefits of technological progress will be passed on to consumers di-
rectly in the form of lower prices. Conversely, improvements in the terms of 
trade are passed on to producers in the centre in the form of higher incomes 
(Singer, 1950). While the market power of the centre allows industrialised 
countries to retain the benefits of technological progress, the same cannot be 
said for producers in the periphery (Singer, 1950). In order to truly experi-
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ence long run gains from trade countries must industrialise (Prebisch, 1950). 
Specialisation in the production of primary products will simply see the short 
run gains from trade bargained away by the countries of the developed world 
(Evans, 1976).          

Innovation and Growth 
Innovation plays a significant role in determining the level of productiv-

ity and growth in an economy. Fu et al.’s (2017) study of Ghana s formal and 
informal sectors underlines the impact of technological innovation on produc-
tivity levels. The extent to which such innovation is possible will depend on the 
sectors in which an economy engages. Specialisation of production in primary 
products may strip countries of their entrepreneurial initiative, of their inno-
vative capacity and domestic investment (Singer, 1950). This outcome has its 
roots in the structure of primary product markets and their inability to gen-
erate savings to be invested in capital accumulation. Ghana’s middle-income 
status with its high educational and institutional quality provides fertile ground 
for investment and innovation (Fu et al., 2017). However, specialisation in the 
production of primary products such as cocoa limits the scope for technical 
progress and innovation. The positive impact of innovation provides further 
support for export diversification and policies that see resource-rich countries, 
such as Ghana, defy their comparative advantage. A study of Ghana’s cocoa 
sector, its history and the current challenges it faces, and an analysis of its long-
term sustainability provide further evidence in support of this conclusion.        

Ghana: Theory in Practice 
Ghana has a comparative advantage in the production of cocoa beans. The 

country, which has partially specialised in cocoa production for the past two 
centuries1, is the world s second largest producer of cocoa beans. Specialisa-
tion in the cocoa sector has yielded positive results for the Ghanaian economy. 
Kolavalli and Vigneri (2011) note the quality premium Ghanaian cocoa earns 
on the world market. Similarly, the cocoa sector has provided employment 
in rural areas and has helped prevent the deepening of the rural-urban divide 
(Ford, 2017). Despite the positive consequences of specialisation, however, an 
exploration of Ghana s history of cocoa production and the world market for 
cocoa underlines the risks associated with specialisation in primary product 

production.

A Turbulent History   
Ghana’s history offers proof that its cocoa sector and the macro-economy 

are inextricably linked. Independence from Britain marked a turning point in 
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the nation s history, in that of the cocoa sector and the wider economy. A pe-
riod of both economic and political uncertainty ensued. A series of economic 
shocks saw the government become increasingly reliant on the country s Co-
coa Marketing Board, which had effectively become  an instrument of public 
finance by the late 1950s (Kolavalli and Vigneri, 2011, p. 203). In 1964, world 
prices collapsed and drastically reduced producer prices. The decline in cocoa 
prices triggered an economic downturn that persisted until the early 1980s 
(Kolavalli and Vigneri, 2011). It is apparent that cocoa prices dictated public fi-
nance and essentially functioned as a macroeconomic indicator in Ghana in the 
decades following independence. This relationship is problematic. Reliance on 
the industry for public finance destabilized the economy. This period of decline 
occurred against a backdrop of significant political turmoil in Ghana, perhaps 
pointing to a relationship between the cocoa sector and the country s political 
structure.       

There is a fundamental flaw in the Ricardian model. Ricardo’s theory 
focuses solely on the economic consequences of trade. The model does not 
incorporate social or political considerations. Ghana s turbulent experience of 
cocoa production, however, offers proof that specialisation in the production 
of primary commodities has both macroeconomic and political implications.

Endogenous Comparative Advantage 
Government intervention in the cocoa sector has proven essential for the 

industry s survival since its collapse in the 1980s. Cocobod played an import-
ant role in the cocoa sector throughout this period and continues to do so 
today. The board provides access to fertilisers and pesticides, suggests quality 
improvements, encourages the production of high-yielding varieties and deter-
mines producer prices (Wessel and Quist-Wessel, 2015). Their policies aim to 
address the sector s efficiency problem and increase cocoa yields (Ford, 2017). 
The cocoa sector, however, has become dependent on these policy measures. 
While Ghana s climate initially afforded it a natural comparative advantage in 
the production of cocoa, comparative advantage is now determined by Coco-
bod s policy. It is endogenous to policy. It is unlikely that Ghana would have 
maintained its position as the world s second largest producer of cocoa in the 
absence of this support. 

Inefficiency and Low Producer Prices 
While the evidence in support of the Prebisch-Singer hypothesis is mixed, 

an analysis of Ghana s cocoa industry points to adverse effects of specialisation. 
The inefficiency of the sector provides support for their hypothesis. The Ri-
cardian model predicts that an improvement in the terms of trade will increase 
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producer incomes and encourage capital formation. In Ghana, however, pro-
ducer prices remain low (Kolavalli and Vigneri, 2011). Specialisation has not 
resulted in an increase in producer incomes. It has not generated the savings 
required to invest in measures that would increase the sector s productivity and 
encourage the growth of the wider economy. Figure 1 highlights the lagged 
relationship between producer prices and cocoa output. Declining producers  
prices typically result in a decline in output levels. In 2013/14, a 40% increase 
in producer prices encouraged investment in cocoa plantations in Ivory Coast 
and resulted in a large increase in yields (Wessel and Quist-Wessel, 2015). The 
experience of Ivory Coast suggests that if the benefits of trade are not passed 
onto farmers in the form of higher incomes, specialisation in the production of 
cocoa will not encourage the growth of Ghana’s economy.        

Dormon et al (2004) cite pests and disease, poor farm management 
practices, smuggling and a failure to adopt research recommendations as the 
primary contributors to low yields per hectare. As increasing terms of trade 
have been passed on to consumers in the form of lower prices, producers have 
been unable to invest in the external inputs required to increase efficiency and 
output per hectare. Recent policy measures have targeted productivity and in-
creased yields per hectare (Ford, 2017). The government s failure to increase 
efficiency to date, however, suggests that Ghana should not specialise in the 
production of cocoa beans. Specialisation would simply see the Ghanaian econ-
omy become increasingly reliant on a sector that is inefficient and incapable of 
lifting the country out of poverty.

Figure 1: Ghana cocoa production and real producer price, 1990-2008, ICCO and World Bank in Kolavalli 

and Vigneri, 2011

While the Ricardian model predicts that specialisation will lead to an im-
provement in the terms of trade, a perfectly competitive world cocoa market 
prevents Ghana from retaining these benefits. The model s mechanism fails. 
Specialisation does not generate surplus income to be invested in capital ac-
cumulation and technological advancement. The result is an inefficient market 
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characterised by low cocoa yields. Downswings in commodity prices also have 
the potential to erode the gains from trade. Similarly dependence on the cocoa 
sector will exert significant influence on the country s economic and political 
structures. Continued specialisation, therefore, will not facilitate development 
but will instead result in the marginalisation of Ghana in the world market (Raz-
zaque et al, 2007).           

The Future of the Sector
An analysis of the future of Ghana s cocoa industry provides further support 

for this conclusion. The cocoa sector is unsustainable. The availability of land, 
rising labour costs and climate change pose a threat to the future of the sector. 
Such issues will likely prevent farmers from increasing cocoa yields per hectare 
and may see Ghana lose its comparative advantage in the production of cocoa.        

The cocoa sector reached its target of 840,000 metric tonnes in 2016/17 
(Cocobod, 2017). However, much of the expansion of Ghana s cocoa sector that 
has taken place since the 1980s is attributable to an expansion of the area under 
cultivation, rather than productivity increases (Wessel and Quist-Wessel, 2015). 
However, land is fixed and its availability limited. Many producers have already 
expanded their farms into some of the country s protected areas (Maclean, 2017). 
Deforestation has also increased rapidly in recent years. Ironically, farmers re-
quire the shade of these trees to protect their crops from dry seasons (Maclean, 
2017). Lärach et al (2013) find that the positions of both Ghana and Ivory Coast 
are particularly susceptible to the impacts of climate change due to the limited 
shade and tree cover that has resulted from deforestation. Cocobod has imple-
mented a number of measures that target efficiency and increased cocoa yields. 
It remains to be seen whether these measures will succeed in increasing output 
to 1.5 million metric tonnes in 2020/21 (Ford, 2017). If the measures fail to 
generate surplus incomes that will encourage capital accumulation and increased 
yields per hectare, as they have to date, the limited supply of land and rising global 
temperatures may force farmers to exit the cocoa industry.        

Labour shortages also threaten the future of the sector. The cocoa indus-
try in Ghana is labour-intensive and currently employs over 800,000 producers 
(Ford, 2017). Recent growth in Ghana has aided the development of strong in-
stitutions. Increased access to education, however, has resulted in rising youth 
migration from rural to urban areas as Ghana’s young labour force seeks more 
sophisticated jobs. This has had a significant impact on the cocoa sector. The aver-
age age of farmers in Ghana is fifty-five. Young people are leaving cocoa growing 
areas and turning their backs on the country s traditional industries. Producers 
have been faced with rising labour costs as a result. If this upward pressure on 
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wages is not accompanied by a corresponding increase in producer prices cocoa 
farmers will be forced to exit the market.         

Ghana’s position as the world s second largest producer of cocoa beans is 
precarious. Climate change, migration and a shortage of land will likely see many 
of the country s farmers exit the sector over the coming decades. While Breising-
er et al. (2008) attribute the growth and reduction in poverty levels that Ghana 
has experienced to date to its cocoa sector, specialisation in the production of 
cocoa will not have the same effect in the long run.   

Conclusion 
Ricardo’s theory of comparative advantage identifies technological differ-

ences between countries as the drivers of trade. This assumption is particularly 
relevant to the analysis of trade relations between industrialised and developing 
countries, between countries such as Ghana and many of its export partners.  
Governments, the world over, have pursued policies based on the predictions of 
the Ricardian model. Ghana has partially specialised in the production of cocoa 
since the 19th century. Many critics, however, find fault with the Ricardian mod-
el, claiming that specialisation in the production of primary commodities will 
lead to a deterioration in the terms of trade over time and that it discourages 
innovation and results only in overdependence on sectors incapable of generating 
growth and alleviating poverty.         

While the evidence in support of these theories is mixed, an analysis of the 
current state of Ghana’s cocoa sector and its long-term sustainability suggest that 
the country should not specialise in the production of cocoa. Cocoa production 
in Ghana is tied to the country s economic and political structures. The sector 
is highly inefficient and its comparative advantage is now endogenous to gov-
ernment policy. Rising global temperatures, youth migration and land shortages 
will serve only to exacerbate the industry s imperfections. Specialisation in cocoa 
production, therefore, may simply result in the same fluctuations that hampered 
economic growth throughout the second half of the 20th century. Ghana will 
undoubtedly continue to produce cocoa beans. The country currently produces 
20% of world cocoa output (WITS, World Bank). Ghana has attracted foreign in-
vestment to its cocoa-processing sector in recent years. The sector, however, only 
captures 5% of the global processing market (Mulangu et al, 2017). Expansion 
of the industry or of the country s wider manufacturing sector would encourage 
technological advancement and presents an opportunity for growth and devel-
opment. Ghana might have been built on the back of the cocoa sector. Its future, 
however, ought not to be.           
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How Best to Invest: 
Human Capital in Eco-

nomic Development  
Mide Ni Ghriofa, Senior Sophister 

Not many questions are of such importance, and arouse such debate as 
the question of where developing countries should direct investment. In 
this essay, Mide Ni Ghriofa outlines the merits of investment in human 
capital to spur development. She then provides us with a thorough de-
scription of best practice in human capital investment, as well as the 
trade offs involved. The value of human capital investment in a more 
general sense is then conveyed to the reader, leading to the conclusion 
that investment in people is crucial if we wish to see true development.

The importance of health and education seem perhaps intuitive. We grow up 
hearing that your health is your wealth and that education is the key to a better 

life. On a societal level, devoting resources to healthcare, education and training is 
investment in human capital; in people and their ability to lead fruitful lives. This 
human development leads to economic development and growth. However, the 
simplicity of this argument masks the complexities and substantial challenges of 
investing in human capital. This essay argues that the central question is of course 
not whether or not to invest in health and education, but how best to invest.  

Furthermore, while investment in human capital is necessary for develop-
ment, it is by no means sufficient. Investment in health and education must happen 
together with progress in other areas in order for it to achieve the best possible 
outcomes. This essay will begin by discussing the rationale behind investing in hu-
man capital. This will be followed by a discussion of how best to invest in human 
capital according to a number of criteria for successful policy-making, followed 
by an analysis of key demographics and trade-offs central to development and 
behavioural aspects in creating optimal outcomes from human capital investment. 
Finally there will be a discussion of the need for an integrated approach and hu-
man capital in the context of other key policy changes. 
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Achieving Our Potential 
Human capital can be defined as ‘productive investments embodied in hu-

man persons’ (Todaro 2009: 826). While this may sound abstract, investing in 
people leads to concrete returns. There is much evidence that indicates a positive 
relationship between levels of human capital and economic development (Barro 
1992). Causality can go both ways, with more developed countries having more 
to spend more on health and education, but theory and evidence show us that 
healthier and more educated people are more productive. 

A clear economic incentive for governments to invest in human capital 
exists due to externalities. With the social benefit of both health and education 
being greater than the private benefit, and the quantity demanded being below 
the optimal level, it makes sense for the government to subsidise such goods and 
services or directly provide them. Furthermore, government intervention can 
break the poverty trap. If we assume a nutrition-based poverty trap, those living 
in abject poverty have just enough income to sustain themselves, but not enough 
to be healthy and work productively, and because they can’t work productively 
and earn more, they can’t afford the extra food they need to be healthier. Break-
ing this vicious cycle would allow for a much more productive work force and is 
a strong argument for investing in human capital. 

Investing in health and education together is advantageous as many comple-
mentarities exist. Investment in health improves educational outcomes and vice 
versa. A famous study demonstrating this is that of Miguel and Kremer (2004) 
where treatment of worms was shown to decrease pupil absenteeism significant-
ly. Furthermore the growth of human capital is cumulative meaning investing in 
health and education today will lead to improved outcomes for the next genera-
tion (WDR 2007: 4). 

Providing citizens with a decent level of well-being and education empow-
ers individuals and strengthens society. Skills, abilities and health facilitate people 
to have agency, defined as ‘the socioeconomically, culturally, and politically de-
termined ability to shape the world around oneself’ (WDR 2006:5). This allows 
citizens to become better decision-makers and engage in the political process 
which can lead to stronger societies and better democracies. Giving people the 
opportunity to make the best of their life improves self-esteem and allows them 
to fulfil their potential (WDR 2006: 5). Clearly, equality of opportunity in edu-
cation and health equity are desirable in and of themselves but are also necessary 
for development and growth. Investment in human capital allows individuals to 
achieve their potential and thus the economy can do the same.  

How Best to Invest 
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Human capital undoubtedly plays a vital role in development and growth, 
however this assertion oversimplifies matters and glosses over the complexities 
challenges of investing in human capital. The question, of course, is not whether 
or not to invest in human capital or not, but rather how best to do so.  This sec-
tion begins by outlining some criteria which investments in human capital should 
fulfil; policies should be evidence-based, sensitive to context and equality, enable 
and empower and should build on progress. 

Having discussed these requirements for fruitful investment in health and 
education, three approaches to how best to invest will be explored; targeting key 
demographics, balancing trade-offs, and behavioural aspects in health and educa-
tion investment. 

Evidence-Based Policy 
The body of high-quality research into the impact of policy and causal ef-

fects of investments in education and healthcare is growing. Much of the evidence 
tallies with theory but we must be willing to accept when the empirical evi-
dence means we need to reconsider our assumptions. Glewwe and Muralidharan 
explore a wealth of high-quality studies to see what exactly works to improve 
school enrolment, attendance and learning outcomes for students and emphasise 
‘the importance of theoretically-informed program design’ (2015: 35). However, 
many interventions built on solid theoretic foundations fail to yield results. In 
these cases we must ask why. 

One study into the effect of textbooks by Glewwe et al. (2002) highlights 
such a case. An input such as textbooks seems highly likely to improve classroom 
learning however their results on education outcomes are ambiguous. When we 
look however at what underlies behind this, the answer is relatively simple. Stu-
dents could not make use of the textbook as they did not understand the lan-
guage in which it was written. Thus we should not discount the value of textbooks 
themselves, but empirically testing theory can highlight key flaws in policy and is 
crucial to the process of choosing how best to invest. 

When investing in healthcare for the poor, public sector provision of health 
may seem the obvious answer. However facilities are often very poor, absenteeism 
of personnel is prevalent and the quality of healthcare is low. The World Devel-
opment Report 2006 argues that depending on ‘traditional supply-side model’ of 
public hospitals as the centre of the health system is bad for poor and marginalised 
groups and that policy-makers should focus on ‘public provisioning or regulation 
that provides some insurance for all.’ (WDR 2006: 12). When empirical evidence 
shows conventional ideas are failing, policy-makers must be willing to adjust pol-
icy accordingly.  Decisions must not be made on the premise of supposed ben-
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efits but rather on what will yield results. Only when policy-makers are willing 
to review programmes for their true impact and adjust them accordingly, will 
investment yield optimal outcomes.. Only then can investment in human capital 
yield the optimal outcomes.   

Equality and Cultural Context 
Lamentable as it may be, it can said that, ‘In many developing countries, 

the actions of the state in providing services magnify—rather than attenuate—
inequalities at birth’ (WDR 2006: 11). Policy-makers must do their utmost to 
ensure this is not the case. Language was highlighted above as a barrier to using 
textbooks. Education systems particularly in linguistically diverse regions must 
make sure that language and cultural factors are not barriers to education. Dutch-
er (2001) argues that education in the mother tongue is essential to create equal-
ity of opportunity in education in developing countries. Ethnicity and gender can 
also be barriers to accessing education and health in many developing countries, 
but policy design can work around these issues, once they are identified. Kazianga 
et al. (2013) analysed the provision of ‘girl friendly’ schools in Burkina Faso and 
found significant effects on enrolment rates particularly among girls.  

Ethnicity, language, and gender are just some of the grounds upon which 
many are discriminated. People should not be denied education and health care 
on these grounds. It is imperative that investment in human capital takes the real-
ity of discrimination into account and tries to address it. In deciding how best to 
invest, this crucial cultural context simply cannot be ignored.  

Enabling and Empowering 
When investing in human capital, policy-makers take on a paternalistic role 

and must exercise caution. The provision of goods and services is certainly nec-
essary but cash transfers allow people to decide to how best to improve their 
welfare according to their own preferences.  

Increased income does not always translate into more investment in health 
and education, (Behrman and Deolalikar 1987) however sometimes it can have 
desirable effects. Baird et al. (2012) conducted a study on the effects of cash 
transfers on the prevalence of HIV and other STIs and in Malawi. They had two 
treatment groups, one of which received cash transfers conditional on attend-
ing school and another which received unconditional cash transfers. They found 
HIV was significantly lower in the combined treatment groups but no difference 
between the two and treatment groups indicating that staying in school longer 
wasn’t the driving factor behind lower HIV prevalence. Rather the extra money 
empowered women meaning they were less likely to become sexually active at a 
younger age, to have older partners, and to engage in transactional sex. Women 
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now had more power in relationships and self-determination of their sexual be-
haviours.  

This has important policy implications because it shows that people often 
would rather make better choices and are simply constrained by their lack of 
money. Poverty may indeed be the underlying issue and unconditional cash trans-
fers which give women and girls the ability to make the choices they want leads 
to the desired outcome. Policy should aim to empower and help people make the 
best choices for themselves. 

Building on Progress 
Investment in human capital should be regarded as an ongoing process 

whereby it builds upon progress and reflect new targets. For example, in improv-
ing education outcomes, the focus at first was on increasing enrolment. Once 
universal primary school enrolment in many countries was achieved, the need 
was recognised to now increase school attendance. Now we must build upon 
that by improving teaching quality. It is imperative to find out “how to translate 
increases in student enrolment and attendance into improvements in skills and 
human capital” (Glewwe, Muralidharan 2015:10).  

Countries might begin by investing the provision or supply of education and 
health, but once programmes are in place, this must be accompanied by policies 
to increase demand for education, preventative health care, training and skills. 
Demand for preventative health care remains low, but preventative can be vital in 
improving health outcomes. Similarly, it makes little sense for a country to invest 
in high-quality, accessible education if the take-up rate stays low. Jensen argues 
that educational attainment is low despite high returns to education, and there-
fore that providing information may be a cost-effective way to improve education 
outcomes (Jensen 2010: 515. This, combined with the aforementioned measures 
can help investment improve in its efficiency in getting results. 

Approaches to Investment  
Targeting Key Demographics

Given these considerations for best practice, where and how should invest-
ment be targeted in order to maximise the gains from it? The World Development 
Report 2007 makes a compelling case for focusing on young people as the future, 
and investing in their human capital. It emphasises the importance of early child-
hood intervention and of providing young people with the skills and health they 
need to be a productive workforce. The report argues this on two premises; first-
ly, that young people have a higher capacity to learn and adopt good behaviours 
and secondly, that young people’s human capital outcomes will have a big effect 
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on those of their offspring (WDR 2007: 4). It speaks of a window of opportunity 
due to the sheer number of young people in the world today; ‘If countries fail to 
invest in human capital—which is most profitable for the young—they cannot 
hope to reap this demographic dividend.’ (WDR 2007: 4).  

Much research has focused on women as a target group in development 
strategies. ‘To achieve gender equality and empower all women and girls’ is the 
fifth of the 17 SDGs and gender plays a big role in determining how best to invest 
in human capital. The majority of the world’s poorest people are women. Not 
only is equality desirable in and of itself, it also has the potential to improve out-
comes for the economy. Many studies have shown that ‘educational discrimination 
against women hinders economic development’ (Todaro: 384). Furthermore, re-
search has shown that when women are more likely to spend their income, on 
their children and that improving the health education of women improves their 
children’s health, so development policies focused on this bring benefits for the 
next generation, the importance of which was outlined above. 

Policy-makers also face difficult decisions regarding investment in rural and 
urban areas. It might seem sensible to invest in human capital in urban areas as 
trends show that more and more people are migrating into cities, that there are 
serious problems with unemployment in urban areas, as well as other challenges 
of unsustainable population growth in cities. However creating more job oppor-
tunities and education will only encourage more people to move to the cities 
to fill those jobs, leaving cities with the same problem of inability to cater for 
such large numbers. Thus investment in human capital in rural regions and rural 
development in general is essential to keep cities from becoming unsustainable 
(Todaro 2009: 350). However it could also be argued cities promote economic 
development by aiding ammolgomation and improving productivity. We must be 
mindful of these kinds of trade offs when targeting investment. While targeting 
investment at particular groups can improve welfare of the whole population, in 

some cases investing in one group can mean neglect of another. 

Balancing Trade-Offs  
Like any other type of investment, improving health and education out-

comes leads to a number of trade-offs. It is worth examining these when evaluat-
ing potential policies investing in human capital to come to an informed decision 
about how best to invest. In terms of health, much progress has been made by the 
Millennium Development Goals (MDGs). However the framework of the goal 
has been criticised for promoting ‘vertical’ programmes that target specific dis-
eases as opposed to ‘broader, cross-cutting investments in health systems that can 
deal with all health issues in a more integrated manner.’ (WHO 2015: 7) 
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This presents a challenging trade-off. While there has been huge improve-
ment in some health outcomes, health systems are very weak, and it is argued that 
this leaves these countries unable to ‘respond to challenges, for example infec-
tious disease outbreaks’ citing the West Africa Ebola epidemic. (WHO 2015:7). 
As with many such questions, the answer is not clear cut and ideally we strive 
for a both. Oftentimes health crises have such devastating impact that, as a ‘first 
things first’ approach, disease-specific programmes to alleviate the worst of the 
damage are simply the only option. 

When investing in the education system a somewhat similar problem is 
encountered. Todaro highlights the trade-off between deepening investments in 
human capital versus extending it to more people (2009: 394). On the premise 
that the quality of education drives increases in income and productivity, poli-
cy-makers should focus on improving current schools as opposed to extending 
education to more children but Todaro emphasises the questions that this raises 
around equity and equality of opportunity. 

A further trade-off arises when deciding how to divide investment between 
primary, secondary and tertiary education. Providing free university tuition may 
seem like a step towards giving the disadvantaged access to the same educational 
opportunities as the rich but poorer children are often excluded from secondary 
education and thus tertiary, due to costs and credit constraints. The social cost of 
education is much higher for university students than primary school children, 
therefore the government should invest more in primary education and less in 
university. However strong universities can lead to important advances in devel-
opment driven by less developed countries which should not be dismissed either. 
These trade-offs are not clear-cut investment necessitate nuanced answers, how-
ever examining them can help to deepen understanding of the situation. 

Behavioural Aspects 
Often the devil is in the detail. There is increasingly a focus on behavioural 

aspects to decision-making and how programme design can improve incentives 
to invest in education and health. The debate on the subsidising of bed nets to 
prevent malaria highlight this. The bed nets have a large positive externality which 
means there is a strong argument for the government to provide nets for free 
(Sachs 2005) however it is argued that due to the lack of a psychological sunk cost 
effect people will value the nets less highly, be less likely to use them, and due to 
entitlement effects, expect them for free in the future (Easterly 2006). There is a 
trade-off between providing the nets for free and risking waste, and charging for 
the nets, and so risking decreased coverage; so the challenge lies in finding the 
right middle ground.  
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Small incentives can have large impacts on the success of policies. One ex-
periment examined the impact of small rewards for mothers bringing their chil-
dren to be immunised in Udaipur, India (Banerjee et al. 2010). Small rewards 
such as a kilogram of lentils yielded very significant results in the amount of 
children being fully immunised, doubling the effectiveness of the immunisation 
camps. Families didn’t necessarily need the beans but receiving them provided 
the extra behavioural push needed to make the programme much more effective. 
Barerra-Osorio et al. look at how conditional cash transfers can be designed with 
‘commitment devices’ that incentivise re-enrolment and graduation and they find 
that these incentives have significant effects. (2011: 180). These examples high-
light the importance of taking the complexities of human behaviour into account 
in policy and using them to our advantage. 

Human Capital in the Broader Context 
As previously stated, investing in human capital is necessary but not suffi-

cient for development. Governments must ensure that this investment happens 
in conjunction with other kinds of social, economic and political progress. In-
vestment in health and education on their own is of course limited in what it can 
achieve and does not exist in a vacuum. An integrated approach is increasingly 
seen as imperative for making strides in development, and this attitude is reflect-
ed in the Sustainable Development Goals (SDGs) which aim to be ‘integrated and 
indivisible’1. 

The WHO Report ‘Health in 2015: from MDGs to SDGs’ highlights the 
connections between the goals for example how ‘health affects, and is in turn af-
fected by, many economic, social and environmental determinants’ (WHO 2015: 
9) and defines urbanisation, pollution, climate change as important determinants 
of health. The interrelatedness of these factors means that an integrated and mul-
tifaceted approach is vital to make investment in human capital fruitful. It makes 
little sense to be investing in treating pulmonary disorders for example if the un-
derlying problem of pollution is not simultaneously addressed. It also advocates a 
‘Health in all Policies’ approach, whereby government policies should always take 
health impacts into account in the transport and agriculture sectors for example 
(WHO 2015: 9). 

Goal 16 of the SDGs is ‘Peace, Justice and Strong Institutions’; promoting 
peace and reducing conflict are essential in achieving better health and education 
outcomes. Furthermore, differences in capital accumulation and productivity are 
driven by institutions and government policies, or social infrastructure (Hall, 
Jones 1991: 1). The rule of law and solid institutions are essential so that the re-
turns to health and education can be realised.  
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Initiatives such as the MDGs and the SDGs can contribute hugely to a cli-
mate of sustainable investment in human capital. Not only did official develop-
ment assistance increased by an astounding 66% between 2000 and 2014 (WHO 
2015: 4), the SDG can also have impacts on aid and donor practices and on gov-
ernments. In order for investment in health and education to yield optimal re-
sults we need international cooperation and a move towards equal relationships 
between developed and less developed countries. Indeed the SDGs seeks to be 
genuinely universal and relevant to all nations2.  

Investment in human capital is made possible by governments having ade-
quate resources to devote to it. Oxfam’s report ‘Tax Battles’ highlights how tax 
dodging by multinational corporations is depriving governments of their ability 
to provide for their citizens (Oxfam 2016: 2). Equitable taxation is essential to 
facilitate investment in human capital, and this investment must also be accom-
panied by policies to reduce inequality general. As previously discussed, this in-
equality of opportunity is both ethically and economically undesirable. A more 
equitable society will allow people and the economy to achieve their potential, 
thus leading to further development.  

Conclusion 
Investing in people is essential to allow them and economies to achieve their 

potential. While policy-makers face challenges in choosing on how best to invest, 
well-design policies can contribute greatly to development. Investment must be 
placed in a broader context of other goals. Only then can we reap the full rewards 
of investing in human capital investment and development. 
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How Important is 
Directly Targeting 

Inequality for Economic 
Development?  

Eilis O’Brien, Junior Sophister

Inequality is perhaps the most topical and pressing issues in economics 
today. In this essay, Eilis O Brien examines the relationship between 
inequality and growth. She first considers the contrasting evidence re-
garding the relationship between income inequality and growth, citing 
the wealth theoretical and empirical which have come to seemingly 
contradictory results. Eilis finds however, that if inequality of opportu-
nity is distinguished from inequality of outcome, then the relationship 
becomes a little clearer. She shows inequality of opportunity certainly 
is inefficient and has negative effects on growth. However, a certain 
degree of income inequality is needed for an economy to function, al-
though excessive income inequality is associated with less equality of 
opportunity and lower growth. She concludes that a balance is needed 
to maximise efficiency, and that policymakers should exercise caution in 
pursuing policies which are untested and based solely on theory.

Introduction

The issue of inequality is a pivotal element of development economics, with 
income inequality in particular at a significantly high level today (Oecd.org, 

2017). This calls for an examination of the importance of inequality and develop-
ment. This essay will focus on national economic development, defined as the de-
viation of actual observed economic growth from potential growth. Inequality can 
be divided into three concepts following the definition by Marrero and Rodriguez 
(2013), where the combination of inequalities of opportunity and effort result in 
inequality of outcome. Inequality of opportunity is structural, ingrained in the 
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fabric of society a result of the human, social, political and economic resources an 
individual has access to depending on their geographical and social place of birth. 
Inequality of outcome, on the other hand, is a consequential inequality character-
ised by differences in individual accumulation of economic capital.

The importance of directly targeting income inequality to achieve full de-
velopment is difficult to measure due to differences in analytical methods and 
countries analysed, and the difficulty in establishing causal relationships. None-
theless, it would appear that although inequality of income may provide incentives 
for production, there is empirical support for the reduction of income inequality 
leading to redistributive policies which hinder economic growth. On the other 
hand, there appears to be more agreement regarding the detrimental effects of 
inequality of opportunity on efficient resource distribution and subsequent eco-
nomic growth. It would seem that in order to experience full potential growth, a 
country should focus on reducing inequality of opportunity and on implementing 
policies which seek to reduce income inequality in such a way that the incentives 
provided by income inequality are not affected. Moreover, the inconclusivity of 
results highlights the fact that the design of policies which target inequality should 
take into account the political and economic context.

Income Inequality and Development
If inequality is defined as disparities in income, then the relationship be-

tween inequality and economic growth is difficult to establish, as results vary 
depending on the method of analysis, or the countries analysed (World Bank, 
2006). Nonetheless, it would seem that both direct and indirect targeting of in-
equality are not necessary to achieve economic growth. However, although there 
is evidence that a certain level of inequality may promote growth in more devel-
oped countries, it would appear that the disruptive redistributive policies, which 
are implemented in political economies as a result of disparities in income, may 
support directly reducing income inequality.

Central to this debate is the focus on direct targeting of inequality as op-
posed to indirect targeting. To claim that direct targeting of inequality is unnec-
essary is to assume either that inequality will decrease as a result of economic 
growth, or that there is no relationship between inequality and growth in the 
first place. In contrast, empirical observations imply that direct targeting may be 
useful for economic development.         

Indirect Targeting 
It has been theorised that direct targeting of inequality is not necessary for 

economic growth, but rather that inequality will be indirectly influenced as a 
result of growth. One of the most influential concepts regarding the relation-
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ship between inequality and economic growth was formulated by Simon Kuznets 
(1955). According to Kuznets, as a country experiences growth, income inequal-
ity first rises as a result of industrialisation and urbanisation (Kuznets, 1955, p.17) 
before falling as efficiency increases, as a greater proportion of the population is 
born in urban areas and a set of welfare policies are implemented. Kuznets did 
note the lack of solid empirical evidence to support his theory, and although this 
relationship between inequality and growth has been noted empirically, the causal 
interpretation that he established has been contested (Barro, 2000).

Similarly, a large cross-country study by Dollar and Kraay (2002) found 
that direct targeting of inequality was not a necessary prerequisite for economic 
growth. Their research supports the implication of Kuznets  theory whereby indi-
rect targeting of inequality is unnecessary for development. However, their inter-
pretation differs from Kuznets  theory since they find that growth influences the 
income of the poor at a rate equal to the rest of the population. More importantly, 
their research finds that direct targeting of inequality has no more influence on 
income distribution than it does on overall growth. According to their research, 
economic development does not require direct targeting of inequality, but rather 
that income equality will rise proportionately with economic growth.         

Direct Targeting
However, significant inconsistencies have been noted with Kuznets  theory. 

Stiglitz (1996) argues that the rapid growth in East Asia starting in the 1970s 
was a result of policies promoting growth combined with ones specifically tar-
geting inequality. This implies that, contrary to Kuznets  theory, inequality is not 
indirectly reduced as a result of economic growth, but rather that specific policy 
implementation seeking to reduce inequality directly may be one of the driving 
factors of economic growth.

Other relationships between income inequality and economic growth have 
been observed. Banerjee and Duflo (2000) found a non-linear relationship be-
tween inequality and growth where a change in inequality is associated with re-
duced growth in the short-run. They base their model on a political economy 
where redistributive policies are implemented when inequality arises. They note 
that their results may be due to the disruptive effects of a hold up (increased 
inequality) or redistributive policies (lower inequality) in the short-run, though 
they impress upon the difficulty in establishing a causal relationship. Barro (2000) 
states that the distortionary effect of redistributive policies is often considered to 
be an explanatory theory for the decrease in growth for less developed countries 
when high inequality is present. Marrero and Rodriguez (2013) also comment 
upon the potential detrimental effects of income-based redistributive policies on 
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growth. Considering the fact that pre-existing inequality is the reason for such 
disruptive policies, these findings could indicate the benefit of directly targeting 
income inequality, even if it leads to a short-term reduction in growth.

This notion is supported by Persson and Tabellini (1994) who claim that 
there is a negative relationship between inequality of income and economic 
growth as a result of decreased investment and reduced returns from investment 
due to disruptive redistributive policies. Moreover, they state that this is specif-
ically the case in democratic countries, perhaps due to the higher concern with 
redistribution in democracies. These findings imply that direct targeting of in-
equality in democracies may be necessary to reduce the impact of redistribution 
and achieve greater economic development. Their research highlights the impor-
tance of taking the political context of a country into account when assessing the 
importance of inequality.

Barro (2000) further argues that there may be a negative relationship be-
tween inequality and economic growth, and in particular that variations in eco-
nomic context should be taken into account. He finds that inequality prevents 
economic growth in developing countries but promotes growth in more devel-
oped countries. This has been noted in other research (Shin, 2012), which implies 
that policies seeking to promote economic development should take into account 
the current level of development of a country, and focus on reduction of inequal-
ity if they are less developed.

Although there seems to be support for the direct reduction of income in-
equality in order to promote economic development, it is important to note that 
a certain level of inequality of outcome may promote economic growth. Con-
sidering the importance of private property for the capitalist model, property 
rights can incentivise production and stimulate growth by creating a temporary 
monopoly which provides profits in order to promote innovation, production and 
growth if appropriately implemented (Kumar, 2003). Growth may therefore ben-
efit from a certain level of inequality of outcome, and direct targeting of income 
inequality should be tailored to accommodate for this.

Overall, it would seem that inequality of income may be damaging for eco-
nomic growth, although the extent to which this is the case is ambiguous. In a 
political economy or democracy, higher inequality often leads to redistributive 
policies which decrease capital accumulation and as a result decrease incentives 
for production. This change in inequality has been shown to lead to a short-term 
decrease in growth, and thus democracies may be more negatively affected by 
income inequality than more autocratic political economies. Income inequality 
has also been found to be a hindrance for growth in countries with lower levels 
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of development. Therefore, direct targeting of inequality may be necessary to 
promote economic growth as this would reduce the need for redistributive pol-
icies which diminish incentives for production, and this may be particularly im-
portant for less developed countries. However, property rights which guarantee 
inequality of outcome may also incentivise economic growth. The lack of a solid 
conclusion regarding this issue highlights the importance of taking current levels 
of development and political context into account when assessing the importance 
of inequality for development.

Equality as Participation in Economic Life
The difficulty of coming to a significant conclusion about the relationship 

between income inequality and economic development has not gone unnoticed. 
Marrero and Rodriguez (2013) argue that this is due to the use of disparities in 
income as a measure of inequality. They find that focusing on inequality of op-
portunity and effort as factors of income inequality provides a more complete 
understanding of the effects of inequality on development.

It would seem that full development can only be achieved if there is a reduc-
tion of inequality of opportunity with equal possibility for all individuals to par-
ticipate in economic life. Inequality of opportunity is considerably more difficult 
to measure empirically than income inequality (World Bank, 2006). However, 
there is greater consensus regarding the importance of inequality of opportunity 
for development. Equality of opportunity promotes an efficient distribution of 
resources and enhanced institutional development which, combined, is a driving 
force for development.

Efficient Resource Distribution         
There is much theoretical support for the importance of reduction of in-

equality of opportunity. The main reason is that of efficient resource distribution. 
The World Development Report (World Bank, 2006) highlights the fact that ac-
cess to markets (and in particular credit markets) is often not as efficient as it is 
considered to be in economic theory. In theory, whether individuals invest or not 
is a function of the rental price of capital, potential returns and an investor s risk 
adversity. However, in practice, individual access to credit is dictated by moral 
hazards and imperfect information, and thus actors with higher return prospects, 
collateral insurance or political affiliations often have easier and cheaper access to 
credit. The report also notes that pre-existing stereotypes about certain individ-
uals may lead to discrimination by lenders. This inequality of opportunity leads 
to capital being available to individuals on the basis of their economic, political 
or social background, rather than their expected social contribution. This leads 
to a certain amount of underinvestment. This inefficient distribution of resources 
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which is rooted in inequality of opportunity may therefore be translated as lost 
economic growth.

The importance of equal access to capital markets is supported by Barro 
(2000), who notes that profitable ventures are often not undertaken by individ-
uals if they are poor. Indeed, the most profitable investments also tend to be the 
most risky ones. If an individual has limited access to credit then they will most 
likely not have access to capital for risky ventures, and thus a country will fore-
go not just any investment, but a proportion of its most productive investment 
potential as a result of inequality of opportunity in the credit market. Inefficient 
resource distribution can also arise as a result of gender inequality. In some coun-
tries, female economic participation in the household is unequal to that of men 
(Duflo, 2003). In the case of what Sen calls missing women (Sen, 1992) there is a 
considerable proportion of women who, due to neglect in the early stages of their 
lives relative to their male siblings, undocumented female births, or selective 
abortion, never have the full opportunity of life to begin with. This discrepancy 
represents a reduction of the potential labour force, which entails a reduction of 
innovation, production and economic growth. Sen highlights the fact that policy 
implementation specifically targeting gender inequality could help reduce this 
inequality of opportunity, which implies that directly reducing gender-based 
inequality of opportunity may be necessary in order to achieve full economic 
development. Thus it would seem that, considering the inefficient resource dis-
tribution which arises as a result of inequality of opportunity to capital markets, 
education and full participation in economic life for women, directly targeting 
such areas may help promote full development.

Institutional Development
A thorough examination of development includes not only efficient access 

to markets, but equally non-market institutional development (World Bank, 
2006). This too can be limited by inequality of opportunity. Indeed, the World 
Bank Report (2006) states that political, judicial and social institutions underpin 
the efficiency of markets, and that these are influenced by inequality of opportu-
nity. The main concern regarding inequality of opportunity and institutions is that 
of unequal representation in the legal system. The World Bank provides notable 
examples such as slavery and apartheid, but this could also be applied to recent 
racial tensions and police brutality in the United States, for example. As long as 
there exists an imbalance of power in a society, there will be unequal opportunity 
of access to markets and resources such as capital or property rights, which leads 
to inefficient growth. This inequality of opportunity may become internalised 
by individuals and persist in the long run if policies seeking to tackle it are not 
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devised (World Bank, 2006). 
Marrero and Rodriguez (2013) note the importance of evaluating not only 

inequality of opportunity, but also inequality of effort. If opportunity is to be held 
constant, then the main factor which influences outcome is effort. They argue 
that inequality of outcome as a result of effort rather than opportunity may be 
beneficial for an economy. This leads them to conclude that specifically targeting 
inequality of opportunity through tailored policy design may increase the possi-
bility of individual effort without harming incentives for productivity.                 

Conclusion
Establishing the influence of inequality reduction on economic develop-

ment is a complicated task. Much of the empirical data provides conflicting an-
swers due to the varying nature of each model used. Nonetheless, the question 
can be assessed in two different manners. Firstly, there is conflicting evidence 
regarding income inequality and economic development. In theory, inequality of 
outcome may provide incentives for productivity and thus stimulate economic 
growth. Upon empirical examination, certain models find little evidence for any 
substantial relationship between income inequality and growth. Others observe 
a negative correlation between the two in the short run. However, there is some 
empirical evidence that income inequality may hinder economic development, 
in particular for less developed countries. This may be the result of the disrup-
tive effects of redistributive policies which seek to reduce pre-existing income 
inequality. 

Secondly, once the definition of inequality is nuanced, the answer becomes 
considerably clearer. Inequality of opportunity seems to be negatively correlated 
with economic development for countries regardless of their level of develop-
ment. Theoretical arguments highlight the importance of equality of opportu-
nity and efficient resource distribution for economic development. Therefore, 
it would seem that policies which seek to reduce inequality of opportunity may 
be necessary in order to achieve full development, and that this may be more 
important the further away from steady state growth a country is. A reduction of 
inequality of opportunity as a result of specifically tailored policies may enhance 
economic growth without damaging the incentives provided by outcome, since 
this would allow variations in effort to be the determining factor of outcome 
rather than opportunity. 

Overall, it seems that directly targeting inequality may not be necessary in 
order for a country to experience economic growth, but that a certain discrepan-
cy may exist between actual growth and potential economic growth if inequality 
of opportunity is not specifically targeted. Considering the conflicting data which 
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emanates from research depending on the research model and the political and 
economic context of the country under examination, it would seem unwise to 
implement policies that have been informed solely by generalised research. Dif-
ferences in the structural context of individual economies, societies and political 
regimes should be taken into account, and specific research based upon tailored 
data and models should inform policies which seek to promote development.
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This paper seeks to apply the theories and concepts of behavioural eco-
nomics to solve a very simple problem faced by university students: the 
search for a seat in the library. This is done by examining the impact of 
both a formal and informal nudge to the student’s choice architecture 
in the form of a sign on student behaviour within a standard library 
setting. The primary motivation for this study is the lack of seats in a 
library at any given time, primarily fuelled by students saving  seats by 
placing their bags/books on the desk. The experiment showed that a 
formal nudge proved more effective in influencing student behaviour, 
however present reasoning to suggest an informal nudge may prove use-
ful in a long term setting.

Introduction
Is an informal norm-based nudge more effective in influencing student seat res-
ervation behaviour than a formal nudge based on official Trinity library policy?
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The purpose of this research is to evaluate the impact of both formal and in-
formal nudges on student behaviour within a library setting. By changing the 

student’s choice architecture, we wished to test whether an informal norm based 
nudge is more effective in influencing student behaviour than a formal nudge. 
Our aim was to quantify the effectiveness of each nudge and compare the results. 

This research was primarily driven by our observation of inefficient usage of 
seats in Trinity library. From our experience, it is common for students to place 
bags or books on library desks in order to save seats. During busy periods, there 
is a high demand for library seats and seats can therefore be considered a scarce 
resource. We believe that it is economically inefficient for students to reserve 
seats for extended periods of time because this creates a situation where seats are 
not being used and other students are precluded from using this resource.  Con-
sequently, this behaviour has a negative impact on the wider student community. 
We conducted this research in the hope that our findings may be of use to Trinity 
Library when considering how to frame signage in the future.

Literature Review
Nudge Theory

Behavioural economists recognise that people and the decisions they make 
can be greatly influenced by small changes in context (Thaler and Sunstein, 2008). 
Hahn and Metcalfe (2016) assert that in recent years, there has been an explosion 
in the use of  field  experiments to test and understand how humans respond 
to behavioural interventions in real world settings (Harrison and List, 2004; List 
and Metcalfe, 2014). There are many ways in which behaviour can be affected. 
One is to supply people with additional information relevant to making their 
decision. Another is to change the way in which the information is presented and 
framed (Hahn and Metcalfe, 2016). By using the above techniques, we attempted 
to influence student behaviour. 

Nudges are about framing choices (John, Cotterill and Richardson, 2011). 
Thaler and Sunstein use the term  choice architect  to describe someone who has 
the ability to organise the context in which people make decisions. For our proj-
ect, we became choice architects. We altered the way in which students thought 
about their decision to reserve a seat by directing them to consider either col-
lege library regulations or alternatively, the opinion of their peers. In both of our 
nudges, we provided additional information to the subjects (Hahn and Metcalfe, 
2016). 

The Focus Theory of Normative Conduct 
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There is widespread research on the behavioural influence of social norms. 
The findings are clear, an individual’s actions are frequently guided by comparing 
themselves to what they see others doing or believe others to be doing (Cialdini 
et al, 1990; Cialdini,2003; Shultz et al, 2007; Slaunwhite et al, 2004). This idea 
underlies much of the marketing campaigns that currently exist designed to en-
courage people to take socially desirable actions. These are an alternative to cam-
paigns which are based on information, moral pressure or sanctions (Donaldson 
et al, 1995;Newell & Siikamäki,2013). These methods are viewed as so effective 
that almost half of US colleges and universities in a 2002 study had used them in 
anti binge-drinking campaigns (Wechsler et al., 2003). However a lack of aware-
ness of underlying social psychology and the theories behind them have, in some 
cases, increased the levels of undesirable behaviours that they intended to address 
(Perkins, Haines, & Rice, 2005;Cialdini, 2003).

This issue is addressed by Cialdini et al (1990) in the focus theory of nor-
mative conduct. This theory posits that individuals are persuaded by two differ-
ent types of norms: descriptive norms and injunctive norms. Descriptive norms 
aim to change behaviour by describing what the typical person does, creating a 
perception of what behaviours are normal and describing an action which will 
help the individual to conform. Injunctive norms have a moral focus on what 
behaviours others approve of; the actions that people should be taking rather than 
those that others are taking. Critical to this is the finding that individuals are moti-
vated by both types of norms. Cialdini (2003) also emphasises having norm based 
signs visible at the point-of-decision i.e. exactly where and when the decision is 
made) to increase the power of nudges. 

Studies on Library Seating
In the western world, students  behavioural patterns have been primari-

ly considered with respect to attendance levels and the attractiveness of library 
spaces. Any studies addressing seat reservation behaviour were conducted in Chi-
na. For example, Wang (2010) examined the idea of nudging students in uni-
versity libraries in China. He proposed that students should be educated at the 
beginning of their freshman year to be considerate of others and that this would 
maximize library usage utility. University staff put up official posters in the li-
brary urging students not to reserve seats but this did not have the desired effect 
in the long run. At the beginning of the exam term, first year students were less 
likely to reserve library seats. In contrast, second and third-year students were 
more likely to reserve seats as they had seen the posters many times. According 
to Wang (2010), students argued that even if they themselves did not reserve any 
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seats, others would do so. Therefore, he concluded that nudging students by using 
simple education or posters is not effective in the long run. 

Ding (2010) similarly empirically proved that it is inefficient to use official 
rules and sanctions to control student seat reservation behaviour in the library. 
In this study of Chinese universities, when seats were occupied by students  bags 
or books over a certain length of time, librarians would clear the desk and let 
other students use the seat. This approach caused conflict between librarians and 
the students. It also required the librarians to have accurate time management as 
well as good communication skills. Thus Ding (2010) recommend introducing 
introduce seat management software. 

Qu and Li (2008) suggest that a more efficient way to manage students  seat 
usage in the library is to create an app that works as follows: firstly, if students 
wish to use the library between 7am  7pm, they need to reserve seats in the 
library on the app. Twenty minutes after the reservation, if the student doesn t 
make it to the seat, the seat will automatically become available to others. Stu-
dents can use the seat for no longer than 8 hours during daytime from 7am  7pm. 
Once a student leaves the library and does not come back within half an hour, the 
seat will become available to others. 

Method 
a) Preparation 

In preparation for our experiment we spoke to peers to identify whether 
they believed seat reservation to be an issue in Trinity library.  We also researched 
the current Trinity College Dublin library regulations.

b) Obtain permission 
We sent our proposal to the TCD librarians and asked for permission to 

conduct the experiment.  In speaking to the librarians, they found it rather odd 
that students leave their belongings on seats as they could be stolen. We made a 
note of the disparity between the opinion of library staff and student perceptions; 
there is asymmetric information between library staff and students who are not 
aware of library regulations.

c) Survey Students
Subsequently, we created a survey on SurveyMonkey and distributed this to 

our peers through a class emailing list and social media. In total, we received 100 
responses. 95 of these were from students currently studying at Trinity College 
Dublin. When designing our experiment, we were especially interested in the 
following information from our survey:
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* 31% of students said that they had reserved a seat in the library in the 
previous 2 weeks. 

* 50 minutes was the average amount of time that students believed to be 
fair to reserve a seat in the library. We included this information in our informal 
nudge.

* 50% of the survey participants believed that the seat reservation limit 
should be below the mean of 50 minutes

* 75% of students said that they believed there should be a time limit for 
reserving seats in the library. 

d) The experiment
After reviewing the experiments by Wang (2010), Ding (2010), Slaunwhite 

(2008), Shultz et al (2007) and Nolan et al (2004), we designed an experiment 
that would investigate the effect of point-of-decision norm based nudges on stu-
dents. We observed the seating reservation behaviour of students on two separate 
floors of the library. Firstly, we carried out a control observation without any 
intervention. Secondly, we altered students  choice architecture by implementing 
two separate nudges in the form of PSA paper signs (a formal sign on one floor 
and an informal sign using normative based messaging on the other). We then 
compared the result that we obtained from each floor to the control result for 
that floor to see whether student behaviour had in fact changed. In addition, as it 
is a between-subject test, we compared the relative effect of each nudge. 

Initially, we intended to record the amount of time that each student re-
served their seat for. However, a test experiment was undertaken and demon-
strated that this would be extremely difficult due to a lack of personnel. Thus it 
was decided that if we identified a) the number of students who reserved seats 
for at least an hour and b) the amount that reserved seats for over one hour, this 
would allow us to gain an insight into the effect of the nudges.

e) Procedure
Two members of our research team carried out the observation (one per-

son on each floor).

1. We sat in a central location where we could observe all of the subjects 
clearly 

2. At 1pm we recorded:  

• All of the seats that were reserved (had possessions on them).
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• All of the seats that had students sitting in them.

3. Between 1pm and 2pm we recorded:

• The number of students who returned to the initially reserved 
seats.

• The number of students who left and reserved their seat.

• The number of these students who returned before 2pm i.e they 
reserved a seat for less than 1 hour.

               

Ussher 2: Informal Sign    Ussher 1:Formal Sign 

e) The signs

Precautions 

We did not inform subjects that they were participating in an experiment. 
We put the signs in place early on the morning of the experiment when few peo-
ple were in the library and returned at 1pm to carry out our observation. This was 
to reduce (or eliminate) the chances of subjects changing their behaviour due to 
being in an experiment (Hahn and Metcalfe, 2016).
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time. Thus we posit that once students observe that the sanction is not imposed, 
this reduction in compliance due to the formal sign may be quite rapid.

Our study was consistent with the effects of normative nudges and the fo-
cus theory of normative conduct. Our descriptive-injunctive nudge informing 
students that their peers considered 50 minutes to be the maximum amount of 
time that students should reserve seats in the library resulted in a 16% decrease 
in the number of seats reserved for at least one hour. Nudge strategies work 
by recognizing that rationality is bounded and then nudging citizens in the right 
direction (John, Cotterill and Richardson, 2011). We believe that over time the 
observed effects of the formal nudge would wear off while the informal nudge 
could become more powerful in influencing student behaviour.

Conclusion 
This study demonstrates the practical application of nudge theory and the 

focus theory of normative conduct in order to change the choice architecture of 
students in the library. Our experiment successfully nudged students to behave in 
a way that we believe benefited the wider college community.  The data indicates 
that the formal nudge was more effective in influencing student seat reservation 
behaviour. However, following studies by Cialdini et al (1990), Cialdini (2003), 
Shultz et al (2007), Slaunwhite et al. (2004) and Ding (2010), we expect that the 
effect of strict sanction based nudges would diminish over time. In the long run, 
we believe that an informal norm-based nudge is a more powerful tool to change 
student behaviour in a library setting. If students see norm based signs that they 
themselves believe to be fair, they are more likely to change their behaviour in a 
positive way, influencing others and leading to a social contagion effect. This is in 
line with our initial expectations. 

Finally, we recommend that Trinity library engages in active dialog with stu-
dents and considers using norm-based signs to improve both efficiency of library 
seating and the use of librarian s time. However, due to the small scale of this 
research project and the limitations outlined above, we believe further research 
to be necessary in order to develop and clarify these claims. 

Reference List:
1. Behavioural Insights Team, (2011). Annual update. Available online at: 

https://www.gov.uk/government/uploads/system/uploads/attachment_
data/file/60537/Behaviour-Change-Insight-Team-Annual-Update_acc.pdf. 
[Accessed 24 Nov. 2016]. Cai, J. and Qin, Z. (2008). Causes and Solutions 
of “Seat Occupied” in Universities and Colleges. Journal of China Institute of 



91

Behavioural economics
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change in behaviour was due to the difference in sign or because they had seen 
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the subjects in any other way thus we were confident that the subjects acted in-
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Results
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Homo
Oeconomicus: Useful

Abstraction or Perversion 
of Reality?

Sophie Donnelly, Senior Sophister

Grounded upon a theoretical basis, this paper draws into a fundamen-
tal critique of a key assumption made in most economic theory, and 
that is the constructed homo oeconomicus or  economic man.  This paper 
conducts this evaluation by delving into the beginning of the economic 
man and its common applications in the field of economics. Then subse-
quently discussing its advance from its origins in the writings of Smith 
and Mill to the modern day. Following this the argument will consider-
ing two key criticisms of economic man through both behavioural and 
feminist economists, before lastly evaluating the potential alternatives 
we can use instead of the economic man in the context of an increasing-
ly complex, diverse and globalised economic landscape.

Introduction

Nine years before The Wealth of Nations, the English economist Sir James 
Steuart wrote:  Were everyone to act for the public, and neglect himself, 

the statesman would be bewildered (Steuart, 1767: 221; cited in Brockway, 1993: 
26). In the same way that Steuart s statesman prefers self-centred constituents as 
he believes their behaviour to be predictable in any situation, so too do econo-
mists predict the behaviours of their most ubiquitous theoretical construct, eco-
nomic man1. This self-maximising being, postulated initially by Adam Smith and 
fleshed out more thoroughly by Mill and his successors, was intended as a tool to 
generalise the complexity of human behaviour into a coherent economic science 
(Monbiot, 2016). Ha-Joon Chang articulates the common neoclassical concep-
tion of economics as a study of rational choice [...] made on the basis of deliber-
ate, systematic calculation of the maximum extent to which the ends can be met 
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by using the inevitably scarce means (2014: 20). The dual assumptions of rational 
choice and maximisation are encapsulated in the homo oeconomicus construct, 
and both have attracted much debate and criticism throughout the colourful his-
tory of economic thought. 

Proponents of the homo oeconomicus construct assert that, far from repre-
senting an inappropriate simplification of reality, the model makes possible eco-
nomic analysis and provides a necessary distillation of fundamental behavioural 
truths (Hinnant, 1998). Indeed, Robert Lucas stated that the assumption of homo 
oeconomicus  rational choice capacities provide  the only  engine of truth  we 
have in economics (1987, p. 108; Nelson, 1995). However, homo oeconomicus 
has long been a thorn in the side of the economic discipline  with critics casti-
gating its crass reduction of human nature to a single propensity for material 
betterment in the form of monetary gain (Hinnant, 1998). Throughout the twen-
tieth century many academics began vocalising their doubts as to Economic Man s 
continued saliency, and entire schools of thought emerged to problematize its 
ontologisation and universalisation of behaviour (Brown, 2015). With the coming 
of the heterodox schools, behavioural economics, and global economic instabil-
ity in the new millennium, this critical stream became a flood, and homo oeco-
nomicus as traditionally conceived was widely discredited. It is broadly accepted, 
as this paper will demonstrate, that without a concerted revision, the traditional 
construct of homo oeconomicus leaves the economic discipline under threat of 
complete obsolescence. 

This essay first establishes the traditional conception of economic man and 
how it is commonly applied in the field of economics. Then the development of 
the concept will be traced, from its origins in the writings of Smith and Mill to 
the modern day. Criticisms of economic man levelled by both behavioural and 
feminist economists will be considered, before finally assessing potential alter-
natives to homo oeconomicus in an increasingly complex, diverse and globalised 
economic landscape. 

What is Homo Oeconomicus?
According to Screpanti, Zamagni, and others, homo oeconomicus is reduc-

ible to three basic axioms: atomism, egoism, and rationality. Atomism means that 
the economic agent is an individual whose preferences are formed without the 
external influence of others  preferences. Egoism refers to the idea that individ-
uals are steered exclusively by their own preferences, seeking to maximise only 
their own welfare. Subjective rationality means that the individual is endowed 
with perfect and complete knowledge, an unlimited capacity for calculating the 
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best means of achieving his ends (2005: 463). In this way, traditional economic 
theory de-emphasises the emotions, beliefs, and values that are not directly ob-
servable in human conduct, yet which arguably underpin all human experience. 
Brockway takes quite a dim view of economic man in the following passage: 

 “[Economic man] is possessed by one idea: his own material gain. He is a fanatic. 
He is a madman. He is selfishness incarnate. He is a self-contradictory role model for the 
newly liberated. Wherever standard economics faces a problem, it looks to economic man for 
the answer” (1993: 9).

Joseph Schumpeter characterised Economic Man as the  hedonistic com-
puter, [...] fleeing from pain and seeking satisfaction (1914: 87; Roncaglia, 2006). 
Undoubtedly, homo oeconomicus has proven a useful heuristic in modelling mar-
ket mechanisms, consumer behaviour, and broader schema of international trade, 
capital markets and investment decisions. However, it is also apparent that this 
framework of human behaviour omits the reality of flaws, imperfect informa-
tion, and motivational complexity. A real-life embodiment of homo oeconomicus 
is an almost certain impossibility  for no-one is perfectly omniscient, objective 
or judgement-free. Even the earliest economic thinkers acknowledged this fact. 
However, that homo oeconomicus is not reflective of reality did not deter count-
less thinkers from building, upon this foundational assumption, many compre-
hensive mainstream theories of political economy. Consequently, the economic 
discipline was left open to serious academic criticism and attack when its predic-
tive capacity began to falter. 

The Development of Homo Oeconomicus
The definition of Economic Man has changed considerably throughout the 

centuries, as traditional society, where man was merely a factor of production, 
evolved into a modern society that witnessed the birth of the individual (Brzezic-
ka & Wisniewski, 2014)2. Roncaglia argues that the classical notion of economic 
man can trace its origins back to the Latin idea of paterfamilias, the male head of 
a Roman household (2006: 236). Hobbes, in Leviathan, formalises the idea of the 
individual as singularly self-advancing, motivated only by calculations of compet-
itive positioning and survival (Brown, 2015).

Yet it was Adam Smith who provided the first broad articulation of human 
motivations in the context of political economy. Regarded as the first systematiser 
of economic principles (Morgan, 2006), Smith developed a simplified theory of 
human behaviour to underlie the theoretical advancements made in his treatises. 
In The Theory of Moral Sentiments, he wrote that:

“Every man is, no doubt, by nature, first and principally recommended to his own 
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care... (1759: 82). Yet Smith allows for two limits to the free pursuit of personal interest, 
namely the administration of justice, and crucially,  sympathy  for fellow human beings:  
Society [...] cannot subsist among those who are at all times ready to hurt and injure one 
another.” (1759: 86). 

Thus Smith s Economic Man shows himself to be a complex mixture of 
instincts, motivations, and preferences, wherein self-interest is a necessary mo-
tivation but by no means a sufficient depiction. Smith s abstraction thereby does 
not constitute a fully-functional model man, from which rigid economic doc-
trines can be constructed. Certainly, individual motivations can be linked with 
particular outcomes (i.e. prudence and investment), but it is impossible to trace 
the full outcome of each of the character traits on their own because they interact 
with many other characteristics and circumstances. Smith s fictional character has 
economic motivations with causal power but lacks the determinative singularity 
that gives later iterations of Economic Man their rigor. (Morgan, 2006).

A far more conscious narrowing in the characterization of economic be-
haviour came with John Stuart Mill s creation of a character explicitly restrict-
ed in his emotional range to economic motivations and propensities (Morgan, 
2006). In On the Definition of Political Economy, Mill describes economics as 
concerned with man  solely as a being who desires to possess wealth, and who 
is capable of judging the comparative efficacy of means for obtaining that end  
(1836: 137). Yet even here Mill appears to express an aversion to reducing hu-
man motivation to the simple desire for wealth, hence his introduction of two 
antagonistic counter-motives: an  aversion to labour, and the desire of... costly 
indulgences  (1836: 138). Thus Mill limits the universality of his assumption 
of egoism. These allowances that enable his models to better reflect human be-
haviour foreshadow the weaknesses that would be highlighted in the humanoid 
abstraction, homo oeconomicus. Indeed, in a gesture that is prophetic of the later 
debates on Economic Man, Mill declares, “Not that any political economist was 
ever so absurd as to suppose that mankind are really thus constituted but because 
this is the mode in which science must necessarily proceed” (1836: 139). 

Moving from the Classical to the Marginalist School, homo oeconomicus 
morphed into an abstraction increasingly remote from reality. The portraits of 
Bentham and, later, Jevons were inspired by the moral principle of utilitarianism. 
Their theories constitute a decisive shift away from Mill s Man s desire for mon-
etary wealth, towards a computing machine that maximises a mono-dimensional 
magnitude of utility (Morgan, 2006; Roncaglia, 2006). While Bentham explic-
itly framed human motivation in terms of utility maximisation (hedonism) and 
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self-interest (egoism), Jevons stressed that utility is an abstract relation between 
object and person, rather than a property intrinsic to an object (prioritising mar-
ginal utility above total utility) (Screpanti & Zamagni, 2005; Roncaglia, 2006). 
Thus, Jevons  paints economic man as a calculating consumer, [...] defined in 
psychological terms that are fundamentally unobservable yet causally powerful 
in the larger economic system  (Morgan, 2006: 10). The conceptualisation 
of  utility  was a significant advance in the development of homo oeconomicus  
never before had the motivations of human actions been mathematised in such a 
way, however intangibly. Jevons created a new portrait of  calculating man  who 
uses such mathematics to determine economic decisions concerning how best to 
maximise utility, thereby taking the characterisation of economic behaviour into 
the laboratory of mathematics (Morgan, 2006: 11). 

It is this stage in the development of homo oeconomicus that Roncaglia 
highlights as a pivotal crossroads. He expresses concern that economic thought 
set a course of  deviation from the laborious progress of a social science that 
endeavours to take into account the complex nature of human beings... fork-
ing off along the path of  economics  built on the model of physical sciences  at 
the price of substituting the real world with a fictitious one-dimensional picture  
(2006: 292). In what could be considered as a  wrong line  in the history of eco-
nomic thought, the abandonment of the rich subtlety of the Smithian notion of 
the economic subject in favour in favour of Jevon s calculating actor represents a 
seachange in the conception of the individual in economics, the repercussions of 
which are still being felt to this day. 

Economic Man in Neoclassical Thought
With the coming of the Neoclassical School and 20th century economists, 

the psychology of homo oeconomicus all but disappears, and his  rational  char-
acteristic is used interchangeably with  automated ,  computerized , and  insen-
sate  (Morgan, 2006). Let us recall the definition of economics from this essay s 
introduction:  a study of rational choice [...] made on the basis of deliberate, 
systematic calculation of the maximum extent to which the ends can be met by 
using the inevitably scarce means (Chang, 2014: 20). This definition is reflective 
of the dominant view in Neoclassical economics, that economics is the science of 
choice, and these choices are made by individuals assumed to be rational, omni-
scient, egoistic, and endowed with unbounded cognitive powers (Chang, 2014).  
Neoclassical economists such as John Bates Clark and Alfred Marshall attempt-
ed to model an ideal social order in terms of a general economic equilibrium, 
achieved through the interactions of atomistic, egoistic, and rational actors in a 
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marketplace (Screpanti & Zamagni, 2005). 
Indeed, mid-20th century neoclassical economics stopped short of attempt-

ing to theorise individuals  choice calculus or motivations, but supposed that, 
however arrived at, the choices of individual economic actors were uniformly 
rational. Thus, rational Economic Man becomes a tautology. Neoclassical econo-
mists focused almost exclusively on outcomes rather than causes, and rarely made 
claims about the underlying individuated preferences and cognitive processes that 
give rise to actions. This is seen in Samuelson s theory of revealed preferences, 
which concerns itself exclusively with revealed behaviour as opposed to the mo-
tivations thereof. (Morgan, 2006; Brzezicka & Wisniewski, 2014)

Ultimately, the ubiquity of homo oeconomicus as a theoretical abstraction 
peaked in neoclassical economic thought. Through Smith s model of human be-
haviour and Mill s articulation of a robust Economic Man , to Jevon s calculating 
Man and Neoclassicism s rational actor, portrayals of Economic Man became rad-
ically less reflective of reality. 

Criticisms
For centuries, economists and social scientists have questioned the assump-

tion of self-interested maximisers that forms the bedrock of conventional eco-
nomic epistemologies (Chang, 2014). By reducing the totality of human expe-
rience to the desire for wealth (Hinnant, 1998) - be it monetary or utilitarian  
attempts to generalise choice motivations have been met with increasing dissent. 
At a fundamental level, the obvious diversity of human life across time, space, 
class, gender, occupation, etc. would imply the existence of an infinite number 
of rational goals beyond the mere accumulation of wealth (McMacken, 2016). In 
Human Action, Ludwig von Mises delivered the following damning assessment of 
homo oeconomicus: 

 “According to this doctrine traditional or orthodox economics does not deal with the 
behaviour of man as he really is and acts, but with a fictitious or hypothetical image. [...]. 
Such a being does not have and never did a counterpart in reality; it is a phantom of a spu-
rious armchair philosophy. No man is exclusively motivated by the desire to become as rich 
as possible; many are not at all influenced by this mean craving” (1949, Sect. I.II.130).

In this colourful passage, von Mises encapsulates much of the censure 
heaped upon homo oeconomicus as the construct grew in influence. Beyond this 
primary critique, heterodox schools of have emerged that more systematically in-
validate conventional expositions of homo oeconomicus, rendering its usefulness 
almost completely beyond salvation. 
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The Behaviouralist Critique
In the late 20th century, behavioural economics introduced positive rather 

than a normative psychological model to explain economic phenomena (Brzezic-
ka & Wisniewski, 2014). The emergence of behavioural economics as a robust 
sub-field can be primarily attributed to the work of Richard Thaler and Dan Arie-
ly, who set about to explain anomalies in mainstream economics, for which  Eco-
nomic Man  offered no explanation. Behavioural economists proposed that hu-
man nature is filled with countless inherent deviations from rational choice that 
prevent the optimisation of self-interest (Brzezicka & Wisniewski, 2014). For 
instance, they argue that commonly people demonstrate  other-regarding  be-
haviour beyond altruistic tendencies toward family members and basic principles 
of reciprocity. This contravenes the assumption of homo oeconomicus  self-in-
terest. Furthermore, humans often act irrationally when calculating odds or in-
vestment value, often with catastrophic consequences  take the 2008 sub-prime 
mortgage crisis in the United States and the Irish property market crash - two of 
countless instances of economic irrationality (Thaler & Sunstein, 2008; Dubner, 
2015). This leads the field of behavioural economics to delineate between homo 
oeconomicus (Thaler s  Econ ) and homo sapiens, arguing that the former is a relic 
of theoretical economics, unrelated to the real world (Thaler & Sunstein, 2008: 
15; Brzezicka & Wisniewski, 2014: 359).
The Feminist Critique

Like any science developed within human communities, economics is, at 
least partly, socially constructed. It is a product not only of objective truths but 
of human limitations and biases. In her paper  Feminism and Economics , Julie 
Nelson condemns the implicit male-gendering of Economic Man as a theoretical 
tool which privileges traditionally  masculine  characteristics of dispassionate 
reason, rationality, and self-interested calculation above more traditionally  fem-
inine  traits of emotiveness, altruism, and dependence. Mainstream construc-
tions of homo oeconomicus, she claims, neglect social and emotional dimensions 
of human behaviour, and this represents a serious limitation of mainstream eco-
nomics rather than an indication of academic rigour. Instead, Nelson advocates a 
conception of human behaviour that encompasses traits associated with all gen-
ders (1995: 136). 

Wendy Brown, in Undoing the Demos, draws attention to the family-indi-
vidual conundrum presented by homo oeconomicus. Put simply, this is the ques-
tion of whether the family or the individual is the proper unit of analysis of a 
human world conceived as competing units of self-subsistent capital - the world 
of homo oeconomicus. Brown claims that the individual freedom presumed by 
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Economic Man pertains only to those who freely operate in the domain of market 
freedom, and not those who perform unwaged work or activity within markets. 
Thus the story of homo oeconomicus is not one of families or women, but of a so-
cial positioning long associated with male breadwinners (2015: 101). According 
to Brown, homo oeconomicus is a  subject portrayed from a masculinist, bour-
geois viewpoint, one nourished by sources and qualities themselves not featured 
in the story (103).

It is clear from the two feminist critiques presented above that the generic 
homo oeconomicus is, indubitably, masculinist. Economic Man omits both the 
characteristics normatively associated with womankind, as well as the reality of 
the gendered division of labour and female lived experience. And so the question 
arises: when a theoretical construct, propounded as objectively universal, fails to 
account for the lives and labours of half humanity, can one continue to rely on its 
usefulness and applicability?

Conclusion:  A Future for Economic Man?
For better or for worse, ours is not the world of homo oeconomicus, but of 

homo sapiens. The assumptions of human rationality, self-interest, and atomism 
were useful in the development of economic theory, but Economic Man s failure 
to keep pace with a rapidly changing world economy have rendered him, in his 
traditional form, a much-maligned relic of a bygone era (Brzezicka & Wisniews-
ki, 2014). Off course, all theories require some degree of generalisation, but 
in their foundational assumption of Economic, the dominant economic theories 
have strayed too far in their simplification (Chang, 2014). As demonstrated by this 
paper, by shifting economics from a moral to a mathematical science, mainstream 
economists became the agents of their own academic destruction (Yoon, 2016). 
Economic Man s anthropological reductionism was unable to predict, grasp or 
theorise economic afflictions plaguing modern society, such as inequality, envi-
ronmental decay, unemployment, exploitation, and alienation (Screpanti & Za-
magni, 2005). 

Nowadays, although the neoclassical model that emphasises the importance 
of homo oeconomicus remains a mainstay of undergraduate economics classes 
(Dubner, 2015), rational choice models more broadly are undergoing major 
revision. Thaler and, separately, Kahneman have considered the idea of  bound-
ed rationality , a school of thought which takes rational Economic Man as the 
benchmark ideal, and then analyses what might happen to model outcomes if he 
were not so perfectly  rational (Morgan, 2006). In reducing homo oeconomicus  
boundless information processing capacity, introducing emotions and cognitive 
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limitations to account for anomalies, a more realistic understanding of human 
ability and motivation can be derived (Kahneman, 2003; Thaler & Sunstein, 
2008). 

Certainly, efforts are being made to adjust homo oeconomicus to contem-
porary environments (Brzezicka & Wisniewski, 2014), and gradually models are 
being formulated that may eventually result in Economic Man representing a re-
alistic concept, as well as a useful theoretical archetype (Morgan, 2006). Yet, as 
it stands, it is without question that homo oeconomicus has long lost its validity. 
This paper has charted, through a historical assessment of its development, as well 
as a consideration of various critiques and expansions, how  Economic Man  can 
only be viewed as a perversion of reality, and how it has lost all semblance of func-
tionality as an adequate theoretical shorthand. For the progression of economic 
inquiry, and the reputation of economics as a discipline, the outdated axioms of 
homo oeconomicus must either be drastically reformed or abandoned altogether. 

To conclude with the remarks of Screpanti and Zamagni (2005: 514):   We 
do not know where this scientific revolution will lead us. But we do know what 
we are leaving behind. And we believe that overcoming homo oeconomicus re-
ductionism is a necessary step in anticipation of the reconstruction of an econom-
ic science of which we must not be ashamed.
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Not-So-Rational: 
Reflections on the Homo 

Economicus
Juliette Weyand - Senior Sophister

The assumption of perfectly rational actors is perhaps the bedrock as-
sumption for most modern economic theory.  In this paper, Juliette Wey-
and examines the role of this assumption, homo economicus, in shaping 
the neo classical approach to economics which has dominated the field 
in the 20th Century. She then explains the flaws in this assumption and 
concludes displaying the perverse results which this approach yields. 

Introduction

The homo economicus (HE), one of the pillars of the neoclassical system 
(England, 1993; Screpanti and Zamagni, 2005), is central to defining the 

neoclassical field of inquiry, in founding economists  analysis and interpretation, 
and in determining the political and practical outlook of neoclassical thought 
(Screpanti and Zamagni, 2005). Recent years have seen HE rise to the centre of 
disputes. Whilst avidly defended by neoclassical economists, opponents view it as 
a perversion of reality. Heterodox approaches to economics have contributed to 
the debate with innovative material (see Ferber et al., 1993).        In this essay, 
I seek to highlight one aspect in particular that emerges from heterodox work. 
The HE strikes as being both an emblem of a specific vision of reality, and an 
abstract device purposed to assure that this vision persists. This makes the HE an 
uncritical and non-scientific generalisation. The introduction of HE comes at the 
cost of undermining the scientific programme of studying economic reality.       I 
first examine the notion of HE developed within the neoclassical theory. I look at 
the theoretical commitments with which neoclassical economists operated, and 
how these were connected through the HE (Screpanti and Zamagni, 2005). In the 
second section, I turn to criticism mainly moved by philosophers of economics. 
I consider arguments that show how HE limits the analysis of economic reality 
unduly, allowing for confusion, misinterpretation and harmful normative stances. 



106

Student economic Review vol. XXXii

This shows how the vague abstraction of HE ended up shaping and justifying a 
specific (and maybe not properly  real ) reality. The last paragraph considers a 
possible objection to my line of argumentation, namely that an economist might 
choose to limit the scope of inquiry to this specific reality. In responding to the 
challenge, I examine the consequences of the HE for economics as a scientific 
discipline.

Neoclassical myths: How HE came about1

Colander (2000) characterises neoclassical theory (NCT) by 6 elements: 

(1) Focus is set on the problem of efficient allocation at a given point in 
time. At odds with the Classics  concern with growth, authors such as Walras and 
Jevons envisioned the problem of allocation of available resources as the central 
question of economic inquiry (Screpanti and Zamagni, 2005). 

(2) A form of utilitarianism is adopted to found demand analysis. It holds 
that human behaviour is reducible to rational calculation oriented towards utili-
ty-maximisation (ibid.). 

(3) Neoclassical analysis focuses on marginal tradeoffs. Individuals pick 
among available bundles of consumption or production (ibid.). 

(4) It assumes farsighted rationality, such that it is consistent with con-
strained optimisation. This is relevant for neoclassical commitment to a con-
strained maximisation framework. 

(5) It accepts methodological individualism (MI). The individual is  doing 
the maximising (Colander, 2000, p.134). Individual rationality is then translated 
into social rationality. 

Lastly, (6) NCT is structured around a general and unique equilibrium con-
ception of the economy. This latter point summed up the idea of an economy 
left  free to find the final levels of equilibrium determined by the factors available 
at any given moment of time  (J.B. Clark, 1899, p.29; qtd. Screpanti and Zamag-
ni, 2005), and constituted the core argument of NCT (Screpanti and Zamagni, 
2005).       

The notion of HE that emerged from neoclassical thought is embedded in 
these theoretical commitments. In particular, points (2), (3), and (4) define the 
HE, who becomes the key-actor that, according to (5), realises (6). Point (6) in 
turn proposes a solution for (1). Given this research structure, the HE is un-
derstood as: An idealised agent invested with complete and transitive (rational) 
preferences, who acts as to maximise his individual utility. His choices are optimal 
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in that he picks among available bundles combinations that maximise his utility 
function, and constrained since natural factors (scarcity) limit the availability of 
bundles. 

NCT adopted a utilitarian vision of economic agents combined with mar-
ginal analysis to devise general equilibrium models. It derived conclusions about 
the real world economy from these models deductively (Colander, 2000). HE 
gave interpretative foundation to models, and allowed for a movement toward 
mathematical analysis (Drakopolous and Karayannis, 2004). Furthermore, it gave 
logical cohesion to the neoclassical system to the degree of determining a  sci-
entific turn  in economic inquiry (Screpanti and Zamagni, 2005). The assumed 
rationality that was supposed to underlie all acts, matched with the omnipresence 
of scarcity in the world, seemed to allow for  Economics [to be] likened to the 
natural sciences [] and economic laws finally assumed that absolute and objective 
characteristic of natural laws  (ibid: 166-167). HE was seen as a fundamental 
generalisation for the neoclassical scientific programme.

The Dis-Functions of HE
Within heterodox and interdisciplinary thought, HE has found widespread 

contestation. In particular, opponents argue that NCT produces a world-vision 
that is apologetic of the status quo, and mute to power relations underlying eco-
nomic reality (Krishnaraj, 2001). In what follows, I focus on three dimensions 
addressed by criticism: the first concerns wrong assumptions about HE s indi-
vidualistic rationality, the second the ontological views about the self implied by 
HE (atomism and androcentrism), the third the way these ungrounded notions 
of HE shape a distorted view of reality. In virtue of conceptual and interpretative 
dis-functions, the conclusions and applications of HE fail to provide an adequate 
assessment of economic reality and individual acts.

HE is not universal: A problem with rationality Preferences are assumed 
of the individual, i.e. exogenous to the model. The only positive element HE 
rationality posits is that of consistency. Choosing alternative x over alternative y 
implies that the HE derives more personal utility from x than from y. Individual 
rationality is expressed by actions.        Sen (1977) opposed this view with what 
he calls acts from commitment. People act out of commitment when they choose 
an alternative x which they expect to yield a lower utility than the available alter-
native y. Sen allows for the possibility of a genuine act out of duty, thus breaking 
down the equality between personal choice and personal utility (Sen, 1977). As 
a consequence, individual choices, which produce economic outcomes at an ag-
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gregate level (MI), do not necessarily stem from individual utility maximisation. 
Acts can be done at odds with one s preferences. It would therefore be necessary 
to at least restrict the appropriateness of unregulated markets for producing a 
welfare optimal outcome (ibid.), a central concern of NCT (Screpanti and Za-
magni, 2005).       

Sen’s commitment acts exemplify that individual preferences have more 
depth than the HE allows for. In his view, HE gives too little structure, resulting 
in the envisioned ideal economic actor  close to being a social moron  (Sen, 1977: 
336).

HE becomes positive: Atomism and Androcentrism. If Sen (1977) argued 
that HE explains too little about human action, I now examine the claims that it 
explains too much. The HE paves the way for ontological, anthropological and 
normative conclusions that are unfounded. I first consider the problem of atom-
ism (Heath, 2015). In a second step, I examine how the arising anthropological 
vision pertains to a specific and problematic philosophical tradition: Androcen-
trism2.       

HE limits the scope of neoclassical analysis by excluding social relations as 
determining factors for individual agency (exogeneity of preferences). This gives 
rise to an ontological notion of a pre-social individual. The neoclassical narrative 
of the individual, even if used for illustration, evokes a non-trivial vision of hu-
mans. Menger describes pre-economic individuals as engaging in exchange only 
if their calculated benefits exceed the costs of doing so (Screpanti and Zamagni, 
2005). Social interaction is viewed as subsequent and functional to this primi-
tive form of human nature, given by calculative rationality directed at self-inter-
est. Economic institutions arise as the rational development of individual util-
ity-maximising acts. Pursuit of self-interest is understood as natural, standard 
and normatively correct. HE prepares the ground for an anthropological vision 
of humans as atomic actors, endowed with a socially independent psychology 
(here: self-interest; Heath, 2015). This simplistic understanding of human nature 
determines inferences on what is rational, normal and ethical for man to engage 
in. Acts dictated by self-interest are associated with the true  natural form  of 
humans. Social reality can at best facilitate self-interested acts. England argues 
that HE rests on a separative self, according to which  humans are autonomous, 
impervious to social influences, and lack sufficient emotional connection to each 
other to make empathy possible  (1993: 154). This vision, so England, is andro-
centric. Men s experiences are taken to be the norm, whilst women s experiences 
are either treated as invisible or as deviations (Rolin, 2012). In Western soci-
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ety, self-interest, rationality and autonomy are typically male attributes, whilst 
altruism, irrationality and dependence are associated with the female. Further, 
male attributes are positively, female negatively connoted. HE becomes the per-
sonification of an ideal, the masculine. This ideal is then taken to be a universal 
and indeed natural model of human acts. The ontological, anthropological, and 
normative derivations from HE might not be inherent to the model. Rather, they 
stem from factually ungrounded associations, which lead from an abstract notion 
of self-interest, to a more substantive ontological vision, and culminate in a nor-
mative stance. These associations have repercussions on how economists interpret 
and evaluate individual acts and economic reality.       

Women s experiences become invisible because neoclassical theory blanks 
how decisions are shaped under social constraints (Ferber et al., 1993). The HE 
fails to recognise how individual behaviour changes under social coercion (Krish-
naraj, 2001). Social coercion stems from norms and values endorsed in a society, 
which lead individuals to choose certain acts out of fear of social punishment 
(ibid.). Women s economic choices are influenced by social constraints that apply 
to them insofar as they are women. This behaviour can still be subsumed under 
HE rationality, since perceived social concerns are integrated into the individual 
preference rankings, which are exogenous to the model. However, given that 
neoclassical economists focus on the analysis of the model, they tend to ignore 
an important factor that shapes economic reality, namely the tensions between 
social constraints and individual market actions (Ferber and Nelson, 1993).  HE 
focuses exclusively on socially male attributes. The narrative that follows, and its 
acceptance are informed and made possible by widely held biases. In turn, this 
narrative helps perpetuate the underlying ideology by failing to detect the bias, 
and reinforcing it through  scientific  explanation. Economists are prone to 
misinterpret economic reality by not paying the necessary attention to how they 
define, apply and derive conclusions from certain concepts.

How HE Shapes the World: Neoclassicals in Action While in the previous 
section we have considered how HE gives rise to misleading conceptions, I now 
turn to the examination of how these ungrounded notions influence theoretical 
and normative conclusions neoclassical economists draw about reality.  Studies 
have been conducted on students to test whether their behaviour maximises eco-
nomic utility (Frank et al., 1993; Seguino et al., 1996). The findings indicated 
that economic students were likelier to engage in self-interested behaviour than 
any other group (Frank et al., 1993). Further, male participants acted in a more 
self-interested manner than female participants (Seguino et al., 1996). The find-
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ings might hint at two broader mechanisms: (a) that women and men are social-
ised differently, making the latter more prone to behave in a self-interested way 
(Seguino et.al, 1996); (b) that an exposure to economic theory is linked to the 
rationalisation of a certain type of behaviour, namely self interest3.       

Another erroneous application of HE is given in the field of New House-
hold Economics that arose in the 1960. Krishnaraj (2001) argues that despite 
the novelty of Becker s approach (1971, qtd. Krishnaraj, 2001), the model he 
devised still ended up being apologetic of the status quo. The model takes house-
holds as productive units in which domestic labour is equal to home production 
(Krishnaraj, 2001). By exchanging market and home production, a man and a 
woman seek to maximise their personal and the household s utilities. The wom-
an s returns from the market are lower, since she is less skilled in wage work. Her 
returns from domestic labour are higher, since she is better equipped for house-
hold work. The reverse holds for the man (ibid.). Households would therefore be 
better off if men and women specialised according to their expertise. The model 
completely fails in acknowledging a very important question: why do women 
have more expertise in the household, and less skills in wage jobs (ibid.)? NCT 
does not consider the larger socio-economic reality women face. According to 
HE, the conclusion is that both actors act rationally by specialising. The resulting 
socio-economic inequality is simply a consequence of women s rational choices 
(see Rolin, 2012 on Sexism).       If not a direct fault of the definition of HE, these 
examples show that in its interpretation it can and in fact is misunderstood and 
wrongly applied by economists. Such misunderstandings result from the neoclas-
sical tradition neglecting relevant questions about socio-economic reality in the 
moment of defining, interpreting and applying HE.

Where has HE gone?
Up to this point, I have left space for the neoclassical theorist s retort that 

he need not be concerned with these arguments. Economics is -or at least aspires 
to be- hard science, concerned with facts about human interaction with scarce 
resources, which are studied through mathematical methods (Screpanti and Za-
magni, 2005). In this final paragraph, I consider 3 lines of defence against this 
argument.       

First, economic activity does not happen in isolation (Krishnaraj, 2001). If 
neoclassical theorists have managed to define a clean-cut field of analysis, it is only 
because they have made assumptions about society and individuals pre-analytical-
ly. The burden is therefore on them to defend that these assumptions effectively 
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hold, either in practice or theoretically. The defence itself requires excursions 
into the fields of sociology, political science, and philosophy.       

Second, if the neoclassical economist prefers his inquiry to take place in 
isolation, then he must envision a downsizing of its scope. The ad hoc assumptions 
must be made explicit, and appropriate settings must be sought out. The applica-
bility of the neoclassical system would decrease considerably.       

Finally, in absence of this critical work, neoclassical economics risks to 
turn into an ideological stance vested in pseudo-scientific clothing. It advances 
unfounded interpretations, often at the cost of grasping reality. The situation is 
further acerbated by neoclassical economics  monopolisation of terms such as ob-
jectivity, factuality, rationality (Ferber and Nelson, 1993). This creates a stultifica-
tion of the scientific aspirations of economics4. Neoclassical economics defeats its 
own project by not acknowledging and correcting its limitations.       

Recent developments in economic theory show that a revision of NCT is 
taking place. In fact, by the 1970s neoclassical hegemony was in crisis (Colan-
der, 2000). With the advances in Game Theory, Experimental Economics and 
Behavioural Economics within orthodoxy, the neoclassical horizon has been 
widened to include more  realistic  human behaviour5. Some of the ad hoc 
assumptions are loosened, and models are extended to provide a more useful 
narrative in view of understanding economic reality (Backhouse, 2000). Eco-
nomics is starting to integrate work outside its traditional outlook, becoming 
increasingly eclectic (Backhouse, 2001; Colander, 2000; Screpanti and Zamagni 
2005). Recent contributions have come to question the more fundamental ideals 
of economics as a discipline (see Rolin, 2012). Dichotomies of hard facts  soft 
facts, rationality  emotionality, objectivity  subjectivity have been increasingly 
taken under attack (Screpanti and Zamagni, 2005). Rather than conclusively ar-
guing for the abandonment of all scientific aspiration, these positions show that 
the attainment of an ideal is indeed very demanding, and often implies redefining 
what we take this ideal to be.

Conclusion
I have presented arguments that point to HE being a metaphysically heavy 

and pragmatically loaded theory. I have tried to show that its dis-functions be-
come manifest (and to a certain extent corrigible) once we look at them from 
an ontological point of view, that is, when we realise that it obscures important 
elements of socio-economic reality, whilst highlighting others. It so winds up 
creating a distorted, incomplete and falsifying picture of what it set out to study 
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initially. Which is, ultimately, a self-limiting or even self-defeating strategy.
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1. Neoclassical is a historically dubitable term (Colander, 2000). Veblen 
first introduced it to characterise the marginalism proposed by Marshall, 
who considered his programme a continuation of the Classical tradition 
(Aspromorgous, 1986; qtd. Lawson, 2013). About the difficulty of deter-
mining which economists actually belonged to NCT, and the disparate 
use that has been made of this term especially in recent years, see Col-
ander (2000), and Lawson (2013). Rather than a historical exact denom-
ination, it can be understood as a categorisation that stresses a form of 
continuous common ground among certain economists between 1870 
and the 1930s (Colander, 2000).  
2. Dodds (1952) initially brought my attention to this tradition in phi-
losophy. It consists in the view that noble, autonomous, strong men are 
tied down by social norms imposed by fellow humans. It was already 
present in ancient Athens, as testified by the figure of Kallikles in Plato s 
Gorgias, and object of fervent debate at the time. It pervades the works 
of many philosophers, in particular Nietzsche s idea of the 䫩ermensch. 
In economics, both Austrian and neoclassical atomism (Heath, 2015) is 
influenced by the main tenets of this tradition, partly motivated by their 
basic premises about human action. Among its opponents we find Plato 
and Feminism (Dodds, 1959; Ferber and Nelson, 1993). 
3. As Frank et al. (1993) point out, economic students might be more 
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self-interested to begin with, and decide to study economics to pursue 
their vocation for money. In this case, NCT could still offer an apparent 
rationalisation for this vocation thanks to the argumentations described 
above. 
4. D Agostini (2013) has brought the term stultification to my attention. 
She uses the term in a different context, but here it nevertheless provides 
a valuable intuition: Our understanding is stultified in the moment in 
which we cannot distinguish between what is true or false, because of 
false claims appropriating the vocabulary we normally use to assess truth 
and falsity.  
5. This insight comes from M. Suesse s lectures held on the 4/12/2017 and 
7/12/2017. Backhouse (2001), Roncaglia (2005), and Screpanti and Zam-
agni (2005) also discuss the modern developments in economic thought 
as moving beyond NCT. 
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Eurozone Reform:
Beyond Institutionalism 

Conor Judge, Senior Sophister 

The Eurozone, and the EU more generally, now stands at a crossroads 
with regard to its future as an economic union and political entity. 
Conor Judge examines the reforms needed for the Eurozone to effective-
ly function as a stable and prosperous economic zone. He highlights 
the need for consideration regarding the political and social situations 
when analyzing possible economic solutions to the issues facing the 
Eurozone. He then proposes three possible policy responses, and eval-
uates them both in terms of economic impacts and political viability. 
He concludes with the insight that the key to reform is the generation 
of the desire and will to change, not only among officials, but more 
importantly among the wider population of the Eurozone.

Introduction

The rise of Macron, Merkel’s coalition with the Social Democratic Party and 
the demise of Great Britain suggest that the EU is set to enter another period 

of integration. This integration must be juxtaposed against the recent Eurozone 
Crisis and the reforms it called for. While other European policies may fall in 
or out of political favour, the stability of the Eurozone remains central and any 
further integration must acknowledge this. In order to effectively analyse the 
reforms needed to improve the economic strength of the Eurozone project, we 
must first recognise that the economy does not function in a vacuum, but rather 
it is intrinsically linked with the political and sociological fabric of society. Society 
is not made up of rational actors, we do not have all the information and it would 
not only be naive but foolish to believe that a solution lies solely in the realm of 
economic theory. The structure of the paper is devoted firstly to explaining some 
of the key issues with the Eurozone’s institutional framework both pre and post 
crisis. Building upon these concerns, various options are laid out and their im-
plications made clear. Finally, the paper will conclude that the Eurozone and EU 
in general suffers from a defined, fully supported raison d’etre and without it, 
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whatever policy or institutions chosen are unquantifiably hamstrung.         
The question of Eurozone reform would not be on the agenda were it not 

for the Eurozone crisis and therefore, some inspection of the causes is warranted.  
I have drawn heavily on the work of Baldwin and Giavazzi and their collection of 
pre-eminent critics with regards to the causes of the Eurozone crisis (Baldwin 
and Giavazzi, 2015). The consensus being that the Eurozone crisis began in the 
amalgamation of European currencies into one, which gave rise to no interest 
rate spread across national debts due to the combination of the elimination of 
currency risk and the ECB collateral policy for Euro denominated debt. This al-
lowed certain nations, especially Greece, Ireland, Portugal and Spain to borrow 
at a rate that did not reflect macroeconomic principles on the correct pricing of 
risk by financial markets. This cheap borrowing allowed for cheap credit booms to 
induce highly leveraged private sector debt in the form of real estate in Spain and 
Ireland while contributing directly to public sector debt in Portugal and Greece 
(Feld, Schmidt, Schnabel and Wieland, 2015). Private sector debt grew to levels 
that were multiples of GDP but due to the Initial Stability and Growth Pact’s 
focus on fiscal discipline, the Creditor Nations incurred no penalties before the 
crisis struck (Beck and Peydro, 2015).    

However, when the Global financial system destabilised in 2008, and given 
the level of financial interdependence, the highly privately leveraged countries 
suffered liquidity issues in their financial institutions. In an effort to prevent in-
solvency, the governments of these Nations, Ireland in particular guaranteed the 
debt of their Banks in order to restore confidence to the markets. However, as 
the extent of the Balances became known, while congruently, no European insti-
tution existed to deal with a liquidity crisis which could become speculative and 
therefore an insolvency crisis, trust between lenders ebbed away. (Corsetti, 2015) 
Thus began a “Diabolic Loop” whereby Bank losses led to sovereign debt, which 
led to public accounts deficits and lower tax intake that prevented counter-cycli-
cal fiscal policy, which compounded the situation further (Corsetti, 2015). The 
fact that nations who avoided the public debt crisis through being net lenders did 
not pursue an expansionary fiscal policy due to a lack of incentive also added to 
the ineffectiveness of fiscal policy at the depths of the recession and a deflationary 
bias in program countries (Bénnassy-Quéré, 2015). In addition to this, the lack of 
effective and timely action by institutional figures without a political consensus to 
act prevented speculative attacks on debt and allowed them to be self-fulfilling or 
in other terms, a ‘sudden-stop’ crisis (Baldwin and Giavazzi, 2015).

A Eurozone responded with expansionary monetary policy aimed at revers-
ing the downturn but the ineffectiveness soon gave rise to unconventional meas-
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ures that circumvented the zero lower bound. It was not truly until the political 
will became clear in the ECB to ‘do whatever it takes’ and Outright Monetary 
Transactions began that any type of turnaround became clear (Draghi, 2012). It 
must be remembered that this was an institutional action that if taken sooner, or 
if the mandate for it existed before the crisis would have had a significant benefit 
early in the Euro crisis. Given this success, the Eurozone has responded by intro-
ducing other institutional reform, or rather introduction of wholly new institu-
tions. Financial regulation that formally existed at a national level is now ensured 
co-operation with the ECB in order for those who set monetary policy to have 
a better idea of the risk being shared across the financial institutions they affect. 
The DeLarosiere Report gave way to the European System of Financial Supervi-
sion that oversees financial firms in the Union and the Banking Union which sets 
baseline target for all banks to meet and the supervisory mechanism which keeps 
the largest institutions under surveillance (De Larosiére et al., 2009). In addition 
to this is the ‘strengthening’  of the Stability and Growth Pact yet again which 
allows for medium term balanced budgets over the business cycle, pivots towards 
debt-to-GDP ratios instead of deficits but also can fine countries for violation. 
As numerous commentators have pointed out, this is a narrow re-entrenchment 
of the earlier failed SGP’s and is doomed to fail. Manasse argues that there exists 
no incentive to act correctly in ‘good’ times, the definitions of growth figures are 
vague and open to statistical failure and crucially, the imposition of fines remains 
counter cyclical which given the interconnected structure of the EU, only adds to 
further recessionary pressure (Manasse, 2010).

This is the crux of the paper  EU leaders, ECB economists and European 
figureheads likely knew this in advance; so why are we left with inadequate insti-
tutions and what does the future hold? The answer lies in the complexities of po-
litical and sociological decision-making. The ‘animal spirits’ that govern the work-
ings of the bond markets also govern the workings of democracy. Economists, as 
much as their belief institutions and policy is warranted, are always constrained 
by this. It is these social externalities of the decision that must be factored into 
the following policy concerns for they are worthless without it. I will begin by 
looking at what needs the Eurozone has after the crisis before evaluating methods 
of solving these issues.

Given that public debt was a ‘consequence, not cause’ of the crisis, a meth-
od of controlling private debt leverage is essential. The failure of nations to act 
in concert with each other when recession affected some but not others calls for 
a strong internal coordination mechanism (Beck and Peydro, 2015). This would 
seek to solve the divide of Debtor vs Creditor nations, and European interests vs 
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domestic interests. In order to do so, some shared sovereignty may be required 
in order to force fiscal transfers in times of asymmetric shocks without political 
consternation (Micossi, 2015). If fiscal transfers are not possible, then a frame-
work for adjustment is also required  one that would not be as severe or defla-
tionary as the austerity programs in candidate countries.  This should also include 
a framework for insolvency for, if for no other reason, to avoid uncertainty and 
speculation in times of crisis. Debt restructuring need also be accommodated in 
order to avoid the Transfer Problem that the debt itself changes the terms of trade 
and has a secondary impact on the heavily indebted (Pesenti, 2015).

What options exists to deal with these legacy issues of the Eurozone crisis? 
The obvious answer is a Political Union that has the advantage of a guaranteed 
common fiscal policy and eventual economic convergence. However as Wyplosz 
states, the fiscal union is intellectually lazy (Wyplosz, 2015). Economists cannot 
argue or exist in a vacuum outside of the reality of political forces against the Eu-
ropean project. Scope exists for some type of shared sovereignty but at present, it 
will not be common to every member state nor will it be particularly viable given 
the position of the European Parliament.

A good start would be to strengthen the Stability and Growth Pact in the 
correct manner, not in terms of the narrow reliance on fiscal discipline but rath-
er on the viability of sanctions  particularly that of the ‘No Bailouts Clause’ as 
was envisaged in the initial Maastricht Treaty. This would require credibility at 
a European level and would need to also provide a framework for what exactly 
no bailouts mean in the context of the euro. It removes uncertainty to defaulting 
European Nations and protects against the moral hazard of ill-disciplined fiscal 
spending. This could allow some type of fiscal transfers as the largest political hur-
dle, especially in the North in regards to the South, is removed. However, reform 
of the SGP on its own is not enough, it does not protect against the mutual risk 
that private debt often brings as a by-product.

What is likely is a continuation of the neo-functionalist school of European 
co-operation whereby co-operation could be sought on smaller, more numerous 
issues with less political contention (Mitrany, 1948). These would address the 
structural imbalances that exist in European economies and allow for some form 
of economic convergence and eventual, fiscal convergence as a result but not 
aim. Papaioannou lays out some possibilities concerning investor protection, ex-
cess regulation and efficient judiciaries as some areas where economies in Europe 
greatly differ (Papaioannou, 2015). This has the advantage of slow but gradual 
highly probable reform but on the other hand, it is difficult to envisage an effect 
large enough to ever match the fiscal transfers required to garner true economic 
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convergence. It is also a rather weak way of bringing the Eurozone into the OCA 
criteria and will not entice a mandate on its own merits.

A possible compromise between the weakness of existing institutions and 
the political implausibility of Union is a system of weighted Fiscal transfers.  This 
allows for the trilemma of financial integration, financial stability and national 
fiscal policy to be overcome without a guaranteed complete initial rejection (Ob-
stfeld, 2013). This circumvents the issue of risk sharing but weighing the risk by 
country. It is a view advanced by some commentators (Tabellini, 2015). Claeys 
and Darvas (2015) who are cognizant of the issues of moral hazard between the 
net lenders and net borrowers of Europe. Claeys and Darvas for instance call for 
an easily managed system of tying public expenditure to GDP growth (excluding 
certain items) and public debt. This allows for counter cyclical fiscal policy when 
required while limiting excessive fiscal spending in inflationary periods. Tabel-
lini’s input is also useful in overcoming the opposition to public risk sharing. He 
states that even by virtue of the possibility of risk sharing, liquidity speculation is 
eradicated. Secondly, even if it were not and risk sharing is required, a mechanism 
can be devised that weights the riskiness of the country for those who support 
it. Here, the incentive (and subsequent answer to moral hazard) is for countries 
who are relatively riskier to lower this in the long term or pay a higher premium 
instead.

A further method that is relatively politically uncontentious is to merge 
banks so that national domestic risk is not concentrated so narrowly on the bal-
ance sheets of any one bank and the larger lenders are better able to suffer sys-
temic shocks (Neumann, 2016). This helps to sever the sovereign-bank loop and 
thus allow for further weighted risk sharing. It also contributes to realize the 
effectiveness of the single financial services market but these are goals that private 
shareholders do not hold in high esteem (Gilbert, 2016). One possible option is 
an EU-led movement that causes Nationalized Banks to merge across internation-
al borders (Carletti, Hartmann and Spagnolo, 2003). This overcomes the lack of 
current reform and sets the tone for further mergers as competition is artificially 
distorted. However, the main issue is that any Banks currently Nationalized are 
most likely not in a position where a merger of their balance sheets would be 
a viable outcome due to legacy debt and may in fact lead to further systemic 
risk. However, this factor could be overcome through correct institutional guid-
ance from either the ECB or the ESFC. Regardless of whether debt restructuring 
comes through fiscal agreement or private restructuring, it is essential for the 
continued stability of the Eurozone. At present, the highly leveraged European 
nations together with heavily domesticised banks will be unable to withstand an-
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other asymmetric shock since once trust evaporates, lending will freeze due to no 
common fiscal policy, no confidence to counter failing monetary policy and de-
fault risk due to high debt making a bank and thus country potentially insolvent. 

The above is perhaps one of the more politically feasible options concerning 
institutions and policy reforms that the EU will require in the coming years. A 
risk-weighted method of fiscal transfers allows for common fiscal policy and eco-
nomic convergence which would bring the Eurozone into the OCA framework 
(Marelli and Signorelli, 2017). A merged financial sector delinks the sovereign 
from domestic banks and shares risk across national lines. This again forces eco-
nomic convergence as there is less of a divide between national interests and 
European interests, and between creditors and debtors. The strengthening of the 
ECB’s role to enforce banking regulation and correct oversight is also important 
but the current framework is not sufficient. It must decide whether bailouts are 
an option or not due to the financial risk pricing of such an eventuality is itself 
a key component of systemic risk. If they are, it must devise a clear and viable 
method for insolvency, including Euro exit as an option. Finally, it must build 
upon the instruments and institutions that were born in the crisis in order act 
efficiently next time.

All of these would be an economist’s dream but they forget that the EU is 
not a textbook model but a real thriving population of 500 million with diverging 
views and outlooks. Reform based on solely on policies or institutions such as 
that of the Centre for European Reform miss ignoring reality. (Grant, 2013) I 
argue that the EU lacks a real and credible ‘Why?’ Economists forget that policies 
and reform do not engender action. It is difficult to endear voters to institutional 
reform where the needs are not overt and more difficult still were it to involve 
complicated risk weighting and financial interconnection. This may be possible 
but not as the sole propellant. The biggest barrier to Eurozone reform is that of 
conveying to voters why reform or integration is needed and overcoming diver-
gent fears. The Eurozone lacks a reasoning that goes beyond economic theory or 
vague allusions to ‘Europe’. It does not have the same clear goals that other inte-
grative process had such as the CEEC’s aim of distributing Marshall Aid, or the 
ECSC’s goal of tying heavy industry for security or the wider allure of nationalism 
even where economic improvement is not assured. The EU exists in a vacuum 
somewhere between economic integration and political integration, it needs to 
decide where its goal is and allow citizens to decide also beyond the limit effec-
tiveness of the European Parliament. This may envisage fragmentation and a two 
speed Europe (Maurice, 2017) and the further promulgation of Brexit era crises. 
A decision needs to be made, not just by European technocrats (Gillingham and 
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Tupy, 2016) but by European people (Evans, 2017) for without ‘Why,’ the ‘What’ 
of reform and policies lack the weight that they truly require.

In summary, this paper has laid out the problems that allowed the Euro-
zone crisis to happen before summarizing the responses and further issues that 
need resolution. It then provided three options with their benefits and barriers  
a neo-functionalist restructuring sector by sector, an outright political and fiscal 
Union and a compromise candidate of private risk sharing through interdepend-
ent financial institutions together with a risk weighted fiscal co-ordination of 
transfers. All of these seek to solve the issues that the Eurozone crisis has impart-
ed before a final comment on the wider, immeasurable significance of externali-
ties outside of economic thought.
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Low Turnout: Reducing 
Demand for Income 

Redistribution and the 
Development of the 

Welfare State?
Doireann O’Brien

In this paper, Doireann examines the relationship between low voter 
turnout in elections and its impact on the demand for income redis-
tribution policies, as well as the development of the welfare state. She 
outlines the existing literature, which draws on theories of political 
economy to explain this negative relationship between low turnout and 
income redistribution policies. She then critiques the main used, that of 
Meltzer-Richard, showing how the sample used means the findings can 
only be applied to developed countries, and finds assumptions regard-
ing bureaucratic efficiency and governance quality are needed to apply 
their model to the developing world.         

In this paper, I analyse the validity of the hypothesis that low voter turnout 
reduces the demand for income redistribution and the development of the 

welfare state as put forward by Meltzer and Richard (1981). I briefly trace the 
academic roots of this claim by seeing the Meltzer and Richard model as the cul-
mination of a history of academic development from Hotelling (1929), through 
Black (1948) and Downs (1957) (and later adapted by scholars such as Lijphart 
(1997)). I analyse the validity of the Meltzer-Richard model against well-respect-
ed empirical evidence and find that, while econometric analyses offer support 
for the model, once overall government size is replaced with pure redistribution 
as the dependent variable, sampling issues render external validity questionable 
since developing countries are excluded from the literature. I develop two ar-
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guments, related to bureaucratic quality and governance strength, as to why the 
Meltzer-Richard hypothesis and the title proposition may be invalidated when 
applied to developing regions. I conclude that additional assumptions capturing 
the fact that the model s success is contingent on the level of development of the 
context would heighten its predictive power and promote understanding of these 
mechanisms more clearly in developing regions, where welfare state develop-
ment could arguably be in most urgent need.        

The Meltzer-Richard model was not generated in a vacuum and under-
standing its debt to Black and Downs, and their academic antecedents, is useful. 
Hotelling initiated spatial economic theorisation and rejected the representation 
of the market as a “...point, without length, breadth or thickness” (Hotelling, 
1929, p.44). The characterisation of markets as populated by a single, homoge-
nous good and the treatment of markets as lacking in a spatial dimension prohibits 
insight into economic phenomenon that ought to be understood. Firstly, in terms 
of physical space, he demonstrates that sellers will strategically converge geo-
graphically to capture the demand of the maximum number of consumers by, if 
we conceptualise the phenomenon as one-dimensional, capturing the entire con-
sumer-base to one side of the already stationed seller (Hotelling, 1929). Similarly, 
in terms of product characteristics, he explains that new entrants to a market 
make marginal adjustments to existing products to capture the proportion of the 
established sellers  demand whose preferences will be marginally better matched 
by the slightly differentiated product. Briefly noting that a similar interpretation 
of political competition among parties could help understand tendencies for par-
ty platforms to converge, he paved the way for Duncan Black to develop the me-
dian voter theorem. This theorem states that with  a decision taken on any topic 
by means of voting  (Black, 1948, p.34) the median voter is decisive in determin-
ing the outcome due to their crucial position on the spectrum of preferences. 

It is demonstrated mathematically that if preferences were ordered, the me-
dian voter’s preference will consistently be a Condorcet winner among the group, 
and thus this determines the outcome (Black, 1948; Mueller, 2003.). Importantly 
this model only holds under strict assumptions of voters having single-peaked 
preferences over the ordering of policy alternatives in a single dimension, with 
majority rule in operation (Mueller, 2003). Downs applies this theory to the po-
litical domain, with his spatial theory of democracy being a crucial turning point 
within political economy s conceptualisation of electoral politics. Downs states 
that under the conditions of a unidimensional policy space, perfect information, 
majoritarian voting, rational utility maximising voters with single-peaked prefer-
ences, two-party competition between purely office-seeking candidates, the me-
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dian voter theorem can be used to explain why party platforms tend to converge 
towards the median voter preference (Downs, 1957).         

Informed by Black, Downs and the contributions of De Toqueville (1835), 
Romer (1975), and Roberts (1977), Meltzer and Richard developed their model 
to apply the median voter theorem of party competition to the issue of redistri-
bution. By setting the single issue on which voters base their party preferences 
to the level of redistribution, Meltzer and Richard illustrate the impact of in-
come inequality on the size of government with the important theoretical step 
of balancing the budget. By dismissing the assumption that voters suffer from a 
fiscal illusion which would lead to myopic demand for total redistribution from 
lower income voters, the predictive ability of the model was heightened signifi-
cantly (Meltzer and Richard, 1981). Their central thesis is as follows: [ ...the size 
of government is determined by the welfare maximising choice of the decisive 
individual...With majority rule the voter with median income among the en-
franchised citizens is decisive The decisive voter chooses the tax share.] (Meltzer 
and Richard, 1981, p.924). They recognise that the expansion of the franchise to 
lower income citizens in the nineteenth and twentieth centuries in industrialized 
states caused the decisive voter to be in favour of higher levels of redistribution 
which would maximise their utility as welfare recipients. 

Applying this theory to increased turnout among the already franchised, 
Lijphart, informed by a rigorous review of the empirical data on the income 
distribution of voters and non-voters, argues that since  low voter turnout means 
unequal and socioeconomically biased turnout  (Lijphart, 1997, p.2) increased 
political participation by voting should induce increased redistributive spending 
and welfare state development, aligning with the Richard-Meltzer model s pre-
dictions (Lijphart, 1997). By increasing voter turnout, the median voter moves 
down along the income distribution and the decisive preference becomes in fa-
vour of increased redistribution, to which office-seeking and pre-committing 
politicians respond, giving rise to the title hypothesis.         

The credibility of the Meltzer-Richard model and the proposition up for 
discussion hinges on how their predictions align with empirical findings. Lindert 
(1996) provided early indirect support for the model by finding unconvincing 
evidence for the hypothesis that the deadweight losses (such as the accelerating 
costs of bureaucracies as proposed by Niskanen (1971)) is a key explanatory vari-
able determining the level of social welfare expenditure. Instead, the key deter-
minants of the level of redistribution within OECD countries were the relative 
sizes of age groups, electoral conditions, the income level, and most relevant 
here, the income distribution, providing an indication that the Meltzer-Richard 
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model was promising. Husted and Kenny (1997) acknowledge a general lack 
of empirical support for the model at that time (Pelzman, 1980; Inman, 1978; 
Murell, 1985) and address this by highlighting the importance of differentiating 
between policies of general public expenditure on government services and pure 
redistributive social policy. Those below the median income level are unambig-
uously predicted by the Richard-Meltzer hypothesis to demand increased pure 
redistribution. However, when it comes to government services, the expected 
preferences of those lower income voters are ambiguous, according to Husted 
and Kenny, due to conflicting income and price elasticities of demand for state 
services (Husted & Kenny, 1997). 

By correcting for this and setting the model s dependent variable to a mea-
sure of redistribution, the results of an econometric analysis of the lifting of poll 
taxes and literacy tests in the US show  strong support for the prediction  that 
welfare spending rises as political power shifts from a state s richer citizens to its 
poorer citizens  (Husted and Kenny, 1997, p.79), providing strong support for 
the title s proposition. Abrams and Settle use a quasi-experimental approach to 
analyse the effects of the enfranchisement of women in Switzerland in 1971 and 
validate the findings of Husted and Kenny (1997). Discovering that enfranchis-
ing women led to a surge of 28% in public social spending, they claim that the 
underlying mechanism was largely the median voter s income shifting down the 
distribution as women had, on average, lower incomes due to gender-specific 
obstacles within the labour market and the appropriation of their share of house-
hold wealth by their male counterparts (Abrams & Settle, 1999). Similarly, noting 
the importance of differentiating between total expenditure and redistributive 
expenditure, Borge and Rattso (2004) exploit variability across local government 
districts in Norway to test the impact of income inequality among voters on the 
relative levels of the poll tax (a non-redistributive compulsory tax on domestic 
services such as waste removal) and the property tax (a redistributive tax) set by 
local representatives. They find that increased income inequality, as predicted, 
shifts tax weighting away from non-redistributive taxes to more redistributive 
ones, joining the growing body of literature validating the Meltzer-Richard mod-
el convincingly.         

This review of the empirical evidence is supportive of the theory that low 
turnout reduces the demand for income redistribution and the development of 
the welfare state, to the point that it seems almost conclusively proved. However, 
upon deeper analysis, I identify a key issue that causes doubt in relation to the 
validity of this hypothesis. The fact that each of these papers tested the predictions 
of the model against data from exclusively developed countries (OECD mem-



130

student economic Review vol. XXXii

bers, the US, Switzerland and Norway respectively) means questions of exter-
nal validity become pressing. Among the available empirical evidence, Larcinese s 
(2007) cross-country analysis is particularly insightful as he uniquely includes a 
substantial number of developing democratic countries in his sample. While the 
key objective of the paper is to explain why poorer countries do not have higher 
social spending levels by reiterating the importance of the distinction between 
income distribution of the population as a whole and that of the subset who vote, 
given the widely accepted evidence that turnout and income are strongly posi-
tively correlated, the significance of his results stretch far beyond what he claims. 
Importantly, Larcinese explains that the strength of his work does not lie so much 
in an innovative theory or specification, but in the comprehensiveness of his sam-
ple which covers longitudinal data for 41 countries, both developing and indus-
trialised, for the period 1972-98 (Larcinese, 2007). He finds that while political 
participation is an important determinant of social spending levels across coun-
tries, country-specific features play a significant role in partially determining the 
size of the government and are decisive when the explanatory variable is income 
inequality of the population in its entirety rather than voters (Larcinese, 2007). 
The fact that the results are less conclusive than the studies mentioned above 
based solely on developed economies, it is worth exploring how the inclusion of 
less developed countries could be affecting the results. 

In light of the absence of empirical tests focusing solely on the applicability 
of the Meltzer-Richard model to developing regions, paired with the literature 
highlighting the exceptionalism of welfare state development in developing dem-
ocratic countries (Gough & Wood, 2004; Segura-Ubiergo, 2007), questions are 
raised that I will attempt to answer here - should we expect the Meltzer-Richard 
model to retain its predictive power when applied to developing regions, and if 
not, why not? I put forward two arguments as to why the Meltzer-Richard model 
is theoretically less credible for developing regions. The first relates to bureau-
cratic inefficiency and the second to poor governance, both of which are variables 
unaccounted for by Meltzer and Richard.         

My first argument states that the assumptions of the Meltzer-Richard mod-
el allow for variability of bureaucratic efficiency, yet this can be shown to under-
mine its predictions when applied to developing contexts. The assumption that 
voters are sufficiently informed means they are aware of the labour substitution 
effects determining the tax base, and refrain from unsustainably demanding a 
100% tax rate (Meltzer & Richard, 1981). A question left unaddressed by the 
model is whether voters are informed on the efficiency of their state’s bureau-
cracy and the indirect welfare effects of market distortions through high taxes on 
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the upper half of the income distribution and how these are offset by the subset of 
tax revenue that will reach them as transfers or services. Inefficiency causes the 
quantity of tax revenue that reaches those lower-income groups in the form of 
welfare transfers to be much lower than the amount of tax collected. 

A UN study on the income inequality and fiscal policies of developing coun-
tries provides evidence for this, finding that  most developing countries do not 
have adequate redistributive programs to achieve a greater post-tax, post-transfer 
income equality comparative to those of industrial countries  (Chu et al., 2000, 
p.31). For the sake of conceptualising my argument, it is helpful to imagine bu-
reaucratic waste is 100%, meaning no tax revenue is effectively redistributed 
- government distortions to the market by way of high levels of tax extraction 
from those above the median income level, without that being offset by effec-
tive redistributive bureaucratic activity, causes lower-income voters to be made 
indirectly less well off. For example, prices are likely to be pushed up due to the 
enlargement of the tax wedge on the producer side and unemployment of low-
skilled workers is likely to rise also (Varian, 2014). 

Important to note is that bureaucratic waste levels lie largely outside the 
control of the electorate and representatives, since bureaucrats transcend elec-
toral politics and so this factor arguably also lies outside of the domain of the as-
sumptions of the Meltzer-Richard model. Candidates can follow through on their 
election platform exactly as they promised by implementing the redistributive 
policy; it is simply that the implementation can fail due to inefficiency. Thus, one 
of two additional assumptions would improve the rigour of the model - either the 
assumption of a perfectly efficient bureaucracy or the assumption that voters have 
perfect knowledge of the level of bureaucratic waste if non-zero. 

The latter assumption intuitively seems too unrealistic to be useful given 
that inefficiency is, by definition, covert. Despite this, it could conceivably re-
verse the predictions of the Meltzer-Richard model, thus invalidating it, when ap-
plied to countries with sufficiently ineffective bureaucracies. The implication that 
low-income voters in countries with inefficient bureaucracies could demand less 
welfare spending might seem implausible, however its possibility is empirically 
supported. Segura-Ubiergo finds empirical evidence on Latin American democ-
racies to suggest that a low-income voter may vote against social spending if the 
benefits to them are unclear: [If median income decreases but the median voters 
perceive that social spending does not benefit them sufficiently (in terms of the 
cost borne in the form of higher taxes), then support for social spending will 
decline.] (Segura-Ubiergo, 2007, p.108). Segura-Ubiergo uses this to invalidate 
the Meltzer-Richard model in terms of social spending failing to be effectively re-
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distributive across all income levels, however it also provides empirical grounding 
to my claim that similar patterns could be observed in reaction to bureaucratic 
inefficiency. 

For this reason, I propose that the addition of the assumption of insignif-
icant bureaucratic waste would correct for this, however, this roughly restricts 
the domain of the model to developed democracies, since bureaucratic waste 
and degree of economic development are widely evidenced to be negatively cor-
related (for instance Kaufmann, 2003). Relating this back to the statement at 
hand - lower voter turnout, I argue, does not lower demand for redistributive 
policy universally. This relationship is contingent on the condition holding that an 
efficient bureaucracy can roll-out policy with minimal waste, and hence renders 
the hypothesised relationship between turnout and redistribution at best tenuous 
in developing regions.         

My second argument extends my justification that the title hypothesis loses 
credibility in developing countries, now looking at the role of governance which 
is again unaddressed by the Meltzer-Richard model s assumptions. In the existing 
literature on the link between turnout and redistribution, it is taken for granted 
that the existence of a political will among representatives to roll out redistribu-
tive policy in accordance with the preference of the median voter is sufficient for 
and analogous to the realisation of those outcomes. A variety of factors can pre-
vent the successful roll out of policies preferred by the median voter, even when 
satisfying all the assumptions of the Richard-Meltzer model such as pre-commit-
ment to platforms and candidates being purely office-seeking. Illegal markets, and 
tax avoidance and evasion can have grave impacts on the dynamics predicted by 
the Meltzer-Richard model. An office-seeking political representative, according 
to the Meltzer-Richard model, will choose redistributive policy according to the 
demands of the median voter, but even when that policy is passed and legislated 
for as committed to by the representative, it may be the case that the forecasted 
rates of redistribution as demanded by the median voter will not be generated ex-
post, thus invalidating the model even when satisfying each assumption. 

This is particularly problematic in less developed countries where there is 
weaker enforcement of tax policy (Chu et al, 2000), lower rates of formalised/
taxable enterprise (Schneider & Enste, 2002), and more prevalent tax avoidance 
and evasion (Bird et al., 2008). Prevalent non-compliance with tax policy can be 
explained by a variety of factors but can be countered generally with effective 
enforcement accruing from strong governance, in which developing countries 
are characteristically lacking. Extensive evidence unsurprisingly supports this 
criticism - for example in the Italian and Canadian economies it was found by 
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Fugazza and Jean-François that increasing detection rates significantly decreases 
illegal economic activity (Fugazza & Jean-François, 2004) and Richardson, based 
on data from 47 countries finds that the lower levels of legal enforcement cause 
higher levels of tax evasion, after controlling for economic development (Rich-
ardson, 2008). 

Therefore, I propose that an additional assumption is added to the Melt-
zer-Richard model of perfect tax compliance thus making the model especially 
non-applicable to developing countries where this is not achieved due to poor 
governance. The alternative is to interpret the implications of the model in a 
way that is stricter and less informative - that the shifting of the median voter 
down along the income distribution as a result of increased turnout can only go 
as far as to generate a political will or policy design for increased redistribution. 
In developed countries it is relatively unproblematic to make the leap from the 
emergence of a political will/policy design to predicted policy outcomes given 
relatively stronger governance, which ensures lower levels of illegal or informal 
economic activity, tax avoidance and evasion (Schneider & Enste, 2002). In de-
veloping regions however, it is crucial to peer inside that black box containing the 
sequence of events between policy support and implementation by representa-
tives and the actual policy outcomes that are achieved. 

There seems to be a general problem in the current literature of conflat-
ing ex-ante redistributive policy design and corresponding ex-post redistributive 
policy outcomes - while voters demand and can vote on variations of the former, 
it is less clear that those votes are guaranteed to relate to expected values of the 
latter, especially in developing regions. Thus, this critique joins my earlier argu-
ment in dismissing the title hypothesis as a universal law and roughly restricts its 
validity to industrialised states.         

I conclude that predictions about the response of welfare state development 
to the income distribution and political participation levels, modelled by Meltzer 
and Richard, is not universally true nor universally false. Its accuracy is contingent 
on the level of development of the context to which it is applied. Alternatively, if 
the hypothesis, corrected for turnout, is intended to be evaluated across contexts 
as a sort of universal law, I argue that the semantics of the Meltzer-Richard model 
are critical - under its assumptions, can only go as far as to predict demand for 
redistribution and the attempt by politicians to implement policy in accordance 
with this demand. I maintain that, due to a lack of accounting for bureaucratic 
quality and public compliance as a function of governance in the Meltzer-Richard 
model, the prediction of the real level of redistribution generated is beyond its 
scope. I acknowledge that my critiques are in no way comprehensive, but simply 
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exploit a single issue in the literature - that of sampling - of which there are sure-
ly many, even related to its validity in developed regions. The arguments I have 
developed urgently call for empirical testing as the econometric analysis of the 
causal relationship between turnout and redistribution outside of industrialised 
states is essential if we are to vividly understand the complex mechanisms at play 
in developing regions, which all too often go overlooked.
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Winning the Middle 
Ground: The Strategic

Behaviour of 
Campaigners and

Politicians on the Eighth 
Amendment Referendum  

Mide Ni Ghriofa, Senior Sophister 

The Issue of abortion and the upcoming referendum to determine the 
future of the Eighth Amendment to the constitution are perhaps the 
most current and pressing issue in Irish politics today. In this essay 
Mide Griffin examines the strategic interactions between pro-choice 
campaigners and politicians, whose preference is not known. Mide uses 
game theory to provide an in depth and comprehensive analysis of the 
optimal strategy politicians and campaigners should take in this strate-
gic situation, and also highlights the important role of signalling and 
imperfect information in the interaction.

Introduction

Abortion is a contentious issue in Irish politics. A campaign is being led to 
repeal the Eighth Amendment of the constitution and liberalise abortion 

law. A Citizens’ Assembly was conducted to discuss the issue and an Oireachtas 
Committee backed the majority of their recommendations (Irish Times, 2017a). 
While the government has agreed to hold a referendum in 2018, there is no 
consensus on the wording of this referendum, nor what would legislation would 
replace it. Both are deemed critical to the referendum outcome. 
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From a Repeal Campaign perspective, losing the referendum would be di-
sastrous with the issue off the cards for another generation. While there is evi-
dence that the majority are in favour of liberalisation, there is not the same sup-
port for fully unrestricted abortion (Irish Times, 2017b). Repeal advocates must 
carefully consider their campaign strategy to minimise the likelihood of losing 
while maximising their campaign objectives.

Game Setup 
This essay considers the strategic interactions of campaigners and politi-

cians during a Repeal lobbying campaign. The Dáil is under no obligation to fol-
low the Oireachtas Committee’s recommendations but will decide the wording 
of the referendum and will create draft legislation that would be implemented. 
Therefore, a crucial stage for a Repeal campaign is convincing TDs to vote for 
favourable wording and legislation. As parties are allowing open vote, alongside 
door-to-door campaigning, the Repeal Campaign needs to lobby TDs.

Politicians are assumed to be both policy-seeking and office-seeking. They 
a personal preference on abortion law but are also dependent on constituents 
for votes, and alter their policy stance to maximise their popularity. Some pol-
iticians may act purely on their principles taking a vocal stance for or against. 
Campaigners (and voters) are aware of these vocal candidates, but, in the early 
stages, do not know the preferences of many TDs. It is crucial for campaigners 
to target middle-ground TDs, who have not taken a strong stance, to swing the 
referendum in their favour. The Median Voter Theorem tells us that, under certain 
assumptions, the outcome preferred by the median voter will be decisive, so it is 
essential to target the middle-ground (Shepsle, 1997). Therefore, this essay deals 
with a signalling game between a Repeal campaigner and a middle-ground politi-
cian in a lobbying situation. 

There are three stages to a signalling game. First, Nature chooses the send-
er’s type. Second, the sender learns her type and chooses and action. Third, the 
Receiver observes the action, modifies her beliefs and chooses an action. Two 
types of middle-ground politician are assumed; one leans left of centre and the 
other right of centre. These are not extremes, but for convenience I will label the 
types of Player 1 (Politician) Conservative and Liberal. A campaigner (Player 2) 
approaches a politician to discuss the issue and the Politician can say she is decided 
on the matter and unwilling to discuss, or undecided and open to discussion. If 
the politician says she  is unwilling to discuss the matter she is assumed to reveal 
her stance (for Repeal if liberal, against repeal if conservative) and the game ends. 
If the politician is undecided and open to debate the campaigner can take either 
a hardline stance or a moderate tone. The Politician can then choose to engage in 
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or withdraw from fruitful discussion, and the game ends. 
The choice between decided and undecided is costly, as the politician may 

lose votes by revealing their stance. The cost is different for the different types of 
politician. A conservative politician has more to lose from saying she is decided, 
as this reveals a stance unwilling to relax laws even slightly, assumed to alienate 
more voters than the liberal candidate revealing a pro-repeal stance, as the major-
ity of voters are in favour of some liberalisation (Irish Times, 2017c).  Undecided 
is therefore the dominant strategy for the Conservative politician.
Payoffs

The conservative politician always prefers to choose undecided over decid-
ed. The best outcome is engaging in a moderate stance. If a hardline stance is put 
forward, it is better to withdraw, than to engage, but it is worse to not engage in a 
moderate stance because it makes her look more anti-repeal. The worst outcome 
is not engaging at all. 

U(Undecide,Moderate,Engage)>U(Undecide,Hardline,Withdraw)>U(Undecided, Hardline, 
Engage)> U(Undecided, Moderate, Withdraw)>U(Decided)

If the politician is of the liberal type, (bearing in mind that these are mid-
dle-ground candidates, just left of centre), the best outcome is to engage with 
a moderate stance, and avoid hardline aspects.  She prefers say undecided if the 
campaigner takes a moderate stance, however if the campaigner takes a hard-line 
stance, she would rather say he is decided in favour, to avoid debating the hardline 
aspects she would rather not address. Following this, it is best simply say decided 
(thus seeming pro-repeal without getting into the gritty details). After this, for 
the liberal politician it is better to engage in the hardline stance than withdraw 
from discussion as this seems anti-repeal and would alienate liberal voters. 

U(Undecide,Moderate,Engage)>U(Decided)>U(Undecided,Hardline,Engage)>U(Undecide, 
Hardline, Withdraw)>U(Undecided, Moderate, Withdraw)

The campaigner prefers to play a hard-line stance if the politician is liberal, 
in order to get the message across strongly, but would rather take a moderate 
tone if the politician is conservative in order to win the middle-ground instead of 
alienating them. She would rather the politician engages than withdraws. How-
ever, if she takes the wrong approach with a politician, it would be better had the 
discussed not progressed and the politician had chosen decided. 

If politician is liberal:
U(Undecided, Hardline, Engage)>U(Decided)>U(Undecided, Moderate, Engage)>U(Undecided, 

Hardline, Withdraw)>U(Undecided, Moderate, Withdraw)
If politician is conservative: 

U(Undecided, Hardline, Engage)>U(Undecided, Moderate, Engage)>U(Decided)>U(Undecided, 
Hardline, Withdraw)>U(Undecided, Moderate, Withdraw)
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This is represented in the model below:

Scenario 1: α= 3/5, 1− α = 2/5

First consider a game with the property that a politician is conservative 
with probability 0.6 and liberal with probability 0.4. Using backward induction, 
we can move the payoffs from the lower nodes up (see appendix). We then work 
from the information set. 

The solution concept is Perfect Bayesian Equilibrium. Sequential rational-
ity and consistent beliefs are needed for this. The Campaigner prefers a hardline 
stance when the expected utility to this is greater than moderate, given their 
beliefs of where she is in the game. This occurs when π < 1/2, i.e. when the 
probability of a campaigner being conservative given Undecided was observed is 
less than 1/2. However, this yields an impossible value of k (probability of liberal 
politician choosing Undecided), meaning the only possibility is when π > 1/2 
and k equalling one, such that π = 3/5. (See Appendix). This is a unique pooling 
equilibrium whereby the posterior probabilities equal the prior probabilities. No 
information is revealed by the signal of observing Undecided, as the liberal type 
of politician always chooses Undecided. 
Perfect Bayesian Equilibrium:

The liberal politician plays Undecided at the first node after the initial node 
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where nature plays. Then if Moderate is played, choose Engage. If Hardline is 
played, choose Engage. 

• The conservative politician plays Undecided, and then if Moderate is 
played, choose Engage and if Hardline is played, choose Withdraw.

• The Campaigner’s Best response is to play Moderate. 
• The Campaigner’s beliefs are that Prob(conservative|Undecided) = 3/5

• Due to imperfect information and no signal being given the campaigner 
can do no better than to play Moderate. 

Scenario 2: α = 2/5, 1− α= 3/5

Let us consider new underlying probabilities of the type of politician. This 
could be because the politician is from an urban, young constituency, or because 
voters’ preferences become more liberal, thus making politicians more likely to 
be liberal. This yields a unique semi-separating equilibrium whereby the liberal 
type of politician mixes between choosing Decided and Undecided if the cam-
paigner mixes between the hardline and moderate stance (see Appendix). If the 
campaigner mixes between M and H with probability ½, the liberal politician 
chooses UD with probability 2/3 and D with probability 2/3.
Perfect Bayesian Equilibrium:

• The Conservative Politician plays Undecided. Then, when Moderate is 
played, she plays Engage. When Hardline is played, she plays Withdraw.

• The Liberal Politician plays Undecided with probability 2/3, and Decided 
with probability 1/3. When Moderate is played, she plays Engage. When 
Hardline is played, she plays Engage.

• The Campaigner plays Moderate with probability ½, and Hardline with 
probability 1/2)

• The Campaigner’s beliefs are that Prob(Conservative|Undecided) = 1/2. 
Now the Campaigner’s best response is to mix between the moderate and 

the hardline stance with equal probability. So even with an increased likelihood of 
a politician being of the liberal type, imperfect information means she can do no 
better than mix at probability ½. 
Scenario 3: α=1/2, 1−α = 1/2, Altered Payoffs.

Let us imagine the lobbying situation is assumed to be tight. The politicians 
whose stances remain unknown are deemed likely to swing either way and so the 
probability of the politician being Liberal/Conservative is 50:50. Further, the 
stakes are now higher, such that the payoffs from a hardline stance change for both 
players (they remain in the same order). For the campaigner, it becomes more 
important to take a hardline stance with a liberal politician and more detrimental 
to take a hardline stance with a conservative politician i.e. the outcomes from 
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either politician engaging increase but the outcomes for withdrawing become 
worse. For the Politician, with a more heated debate and a more vigorous hard-
line stance, the payoffs to both types of politician from engaging in and withdraw-
ing from the hardline stance become worse (again the order remains the same).  
The model with the adjusted payoffs is as follows. 

Campaigner prefers Hardline if π < 4/7. This is so when k > 3/4. However, 
this is not a stable point (See appendix). The game yields a unique semi-separating 
equilibrium where the liberal politician chooses Undecided with probability 3/4 
and Decided with probability 1/4 when the Campaigner mixes between the Mod-
erate and Hardline stance, choosing Moderate with probability 2/3 and Hardline 
with probability 1/3. 
Perfect Bayesian Equilibrium: 

The Conservative Politician plays Undecided initially. Then, when Moder-
ate is played, she plays Engage. When Hardline is played, she plays Withdraw.

The Liberal Politician plays Undecided with probability 3/4, and Decided 
with probability 1/4. When Moderate is played, she plays Engage. When Hardline 
is played, she plays Engage.

The Campaigner plays Moderate with probability 2/3, and Hardline with 



142

Student economic Review vol. XXXii

probability 1/3.
The Campaigner’s belief is that Prob(Conservative|Undecided) = 4/7

The model predicts that the campaigner must choose moderate with prob-
ability 2/3 in order for the politician to be indifferent between Undecided and 
Decided. Despite the increase payoff to taking a hardline stance with a liberal 
politician, because it is worse to take a hardline with a conservative politician 
and because of the worse payoffs to the politician from engaging in the hardline 
stance, the campaigner must now play Moderate more often than before in equi-
librium (2/3 as opposed to 1/2). 

Analysis and Extensions
Imperfect information leads to inefficiency in campaigning. If a campaigner 

had full information she would take a moderate stance with a conservative can-
didate and a hardline stance with a liberal candidate. The game with higher stakes 
reveals an equilibrium whereby the moderate stances must be played more often. 
From the politician’s perspective, in the first scenario, a liberal politician does 
not need to reveal their stance i.e. can always play Undecided, taking advantage 
of the fact that the pooling equilibrium means the signal reveals nothing and the 
campaigner must play Moderate. In scenario 2 she must mix, choosing Undecided 
with probability 2/3, and with probability 3/4 in scenario 3.

I have looked at how the results change given different underlying proba-
bilities and payoffs. In the first game, a cut off-point exists where the probability 
of conservative and liberal are the same. When α > 0.5, i.e. the probability of a 
politician being conservative is high, there is a pooling equilibrium and the signal 
reveals nothing, whereas when α<0.5 the equilibrium is semi-separating. Anoth-
er thing which might change the game is if neither player had a dominant strategy, 
a possible extension of this model.

The model assumes politicians’ stances are unknown. This is reasonable to 
assume this in the early stages at least but not in the later stages. Furthermore, 
for the politician to be possibly unwilling to reveal information and engage in 
debate, there must be a credible threat of punishment from voters.  If these con-
versations happen behind closed doors, the incentives are wholly different and a 
reputation-based model of political accountability (see Besley and Case, 1995) 
would not hold. Another assumption is that politicians reveal must their stance 
after saying they are decided, which may not hold. A cheap talk game could be 
used to extend this analysis. Finally, the analysis assumes campaigners are willing 
to take a moderate stance. Given the principled nature of the issue, campaigners 
may not be willing to act strategically, and must hope that succeeds in winning the 
middle-ground to their cause.
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Appendix
Scenario 1: Prob(conservative)= 0.6, Prob(liberal)=0.4
We start with the parts of the game that can be easily solved using backward 
induction. At the lower nodes the conservative Politician chooses Engage when 
moderate is played, withdraw when Hardline is played and. The liberal type 
chooses Engage when Moderate is played and Engage when Hardline is played. 
We can move these payoffs up. Then we work on the information set. 
 The Campaigner prefers a hardline stance when the expected utility to 
this is greater than moderate, given his/her beliefs of where he/she is in the 
game.

EUc(Hardline|π) > EUc(Moderate|π)
EUc(Hardline|π) = π(−1) + (1−π)(4) = 4−5π
EUc(Moderate|π) = π(1) + (1−π)(2) = 2−π

Campaigner prefers Hardline if:
4−5π > 2−π 

2 > 4π
π < 1/2

• If π < ½ Campaigner plays Hardline.
• If π > ½ Campaigner plays Moderate.
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• If π = ½ Campaigner is indifferent between playing Hardline and Moderate.
However, the Campaigner’s belief about which information set he/she is at must 
be consistent with the Politician’s strategy and Bayes’ Rule. Therefore, we consid-
er the probability of the conservative type choosing Undecided. Let k represent 
this.

However, as k is a probability it must take a value between 0 and 1, therefore can-
not be greater than 3/2. There is no value of k for which π < ½. The only option 
is π > 1/2.

If this is the case the campaigner plays Moderate. If this is so the liberal politician’s 
best response is to play Undecided. This means k = 1. When this is so π equals:

Thus, the probability of a politician being conservative given undecided was ob-
served is the same as the probability of being conservative. No information is 
revealed by the signal as the liberal politician always chooses undecided. The pos-
terior beliefs (after witnessing the signal) are equal to the prior beliefs (before 
witnessing the signal).

Perfect Bayesian Equilibrium:
Liberal Politician: (Undecided, Engage, Engage)
Conservative Politician: (Undecided, Engage, Withdraw)
Campaigner: (Moderate)
Beliefs: Prob(conservative|Undecided) = 3/5
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Scenario 2: Prob(conservative)= 0.4, Prob(liberal)=0.6
We start with the parts of the game that can be easily solved using backward 
induction. At the lower nodes the conservative Politician chooses Engage when 
moderate is played, withdraw when Hard-line is played and. The liberal type 
chooses Engage when Moderate is played and Engage when Hardline is played. 
We can move these payoffs up. Then we work on the information set. 

The Campaigner prefers a hardline stance when the expected utility to this 
is greater than moderate, given his/her beliefs of where he/she is in the game. 

EUc(Hardline|π) > EUc(Moderate|π)
EUc(Hardline|π) = π(−1) + (1−π)(4) = 4−5π 
EUc(Moderate|π) = π(1) + (1−π)(2) = 2−π

Campaigner prefers Hardline if 
4 − 5π > 2−π 

2 > 4π
π < 1/2

• If π < ½ Campaigner plays Hardline
• If π > ½ Campaigner plays Moderate
• If π = ½ Campaigner is indifferent between playing Hardline and Moderate.

Now, k is:

For what values of k is π < ½?

4 < 2 +3k
2<3k

k > 2/3

Case 1: k > 2/3,  π < ½.
If π < ½, Campaigner plays Hardline. The liberal politician’s best response 

is to play Decided, so therefore, k =0. However as k > 2/3 this contradicts itself 
and cannot be an equilibrium. 
Case 2: k < 2/3,  π > ½.

If π > ½, the Campaigner plays Moderate. The liberal politician’s best re-
sponse is to play Undecided. This means k=1. However as k < 2/3 this contradicts 
itself and cannot be an equilibrium. 
Case 3: k =2/3,  π = ½.
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If π = ½, the campaigner is indifferent between playing a moderate and 
hardline stance. This happens when the probability of a liberal politician playing 
undecided equals 2/3. This is sufficiently high to make the hardline stance not 
necessarily bad and merit indifference.  

We need to find the strategy of the campaigner that makes the politician 
indifferent between choosing decided and undecided.

The liberal politician mixes if
EUPliberal (Undecided) = EUPLiberal (Decided)

EUPliberal (Undecided) = δ(4) + (1−δ)(2) = 2δ + 2
EUPLiberal(Decided) = 3 

2δ + 2 = 3
2δ=1
δ = ½ 

When the campaigner is equally likely to choose a moderate and a hardline 
stance, the liberal politician chooses Undecided with probability 2/3, and Decided 
with Probability 2/3. This a semi-separating equilibrium. 

• Conservative Politician: (Undecided, Engage, Withdraw)
• Liberal Politician: (Undecided w.p. 2/3 Decided w.p. 1/3, Engage, Engage)
• Campaigner: (Moderate w.p. ½, Hardline w.p. ½)
• Beliefs: Prob (Conservative | Undecided) = ½ 

Scenario 3: Prob(Conservative)=0.5, Prob(Liberal)=0.5 with new 
payoffs.

The stakes are now higher as it is seen to be a tight campaign. In convincing 
those who remain on the fence, it now becomes even more critical not to take a 
hardline with a conservative politician who may be won over, but it becomes even 
more important to take a hardline stance with any liberal politician to forward the 
repeal agenda. The payoff for the campaigner given:

EUc(Hardline|π) > EUc(Moderate|π)
EUc(Hardline|π) = π(−2) + (1− π)(6) = 6 −8π

EUc(Moderate|π) = π(1) + (1−π)(2) = 2 −π
Campaigner prefers Hardline if: 

6 −8π > 2−π 
4 > 7 π
π < 4/7

• If π < 4/7 Campaigner plays Hardline
• If π > 4/7 Campaigner plays Moderate.
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• If π = 4/7 Campaigner is indifferent between playing Hardline and Moderate.

For what value of k is π < 4/7?

7 < 4 + 4k
3<4k
¾ < k

Case 1: k>3/4, π < 4/7

If π < 4/7, then the campaigner plays Hardline. If this is so the best response 
of the liberal politician is Decided. This means k is 0, which contradicts the above 
so this cannot be an equilibrium.
Case 2: k<3/4, π > 4/7

If π > 4/7, the campaigner plays Moderate. If this is so the best response of 
the liberal politician is Undecided. This means k=1, which contradicts the above 
so this cannot be an equilibrium.
Case 3: k=3/4, π = 4/7

If π = 4/7, the campaigner is indifferent between playing hardline and mod-
erate. We need to find the strategy of the campaigner that makes the politician 
indifferent between choosing decided and undecided.

The liberal politician mixes if
EUPliberal(Undecided) = EUPLiberal(Decided)

EUPliberal(Undecided) = δ(4) + (1−δ)(1) = 3δ+ 1
EUPLiberal(Decided) = 3 

3δ + 1 = 3
3δ=2
δ = 2/3 

When the campaigner plays moderate with probability 2/3 and hardline 
with probability 1/3 the liberal politician is indifferent between playing decided 
and undecided. They will play Undecided with probability ¾ and Decided with 
probability ¼. This is a semi-separating equilibrium. 
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Perfect Bayesian Equilibrium: 
• Conservative Politician:(Undecided, Engage, Withdraw)
• Liberal Politician:(Undecided with probability ¾, Decided with probability 

¼, Engage, Engage)
• Campaigner:(Moderate with probability 2/3, Hardline with probability 1/3

• Beliefs: Prob(Conservative|Undecided) =  4/7
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The Game Theory of
Protective Governments 

and Airplane
Manufacturers
Introduction 

India Healy O’Connor, Senior Sophistor 

As the USA leans increasingly toward a protectionist stance, trade dis-
putes have become an increasingly pressing issue. In this essay India 
Healy O’Connor analyses the strategic interactions of a trade dispute 
through the real-world example of the Bombardier-Boeing dispute. In-
dia clearly lays out each countries pay-offs from all possible outcomes 
and then deciphers the optimal strategy each should take. She then 
compares these strategies with the outcome which was observed in real-
ity and analyses the policy implications of her results.

Introduction

The airplane manufacturing industry is an example of a high-technology in-
dustry that receives significant support from governments due to the fact 

that it produces positive externalities for the economy. There are multiple desir-
able spill-over effects from the industry, including high value add manufacturing, 
employment for a range of skill levels and production which is export orien-
tated. This induces governments to provide state aid, which can give a strategic 
advantage to export firms operating in an imperfectly competitive market. The 
single-aisle plane market within this industry is dominated by Boeing and Airbus. 
However, the struggling Bombardier C series programme recently secured a $5.6 
billion deal with Delta for 75 jets (Hollinger and Donnan, 2017). As can be in-
ferred from Figure 1, Bombardier is a very small player in the industry. 

The deal resulted in Boeing bringing a trade case to the US Department of 
Commerce, who decided to impose a 300% tariff on Bombardier jets imported 
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into the US (Hollinger and Donnan, 2017). 

Figure 1: A comparison of Bombardier, Airbus and Boeing

The Department believed that Bombardier sold under-priced jets and received 
unfair state subsidies from the British and Canadian governments (Hollinger and 
Donnan, 2017). This is an accusation that Bombardier has strongly disputed and is 
ironic given that Boeing ‘is among the top recipients of both federal, state and lo-
cal subsidies in the U.S’ (Alini, 2017). While the subject of the trade case is com-
pany-related, due to the evident investment and aid received from governments, 
the situation becomes a trade dispute between countries. In this paper, game the-
ory is used to examine the decisions of the American and British governments 
during the development of this trade dispute. The model is presented below.

Figure 2: The double U trade dispute and negotiation process

Outline
The model above represents a Bayesian game in strategic form. The game 

has two players - the American government (US) and the British government 
(UK).
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The US can be one of two types- Open or Protectionist.  The US is Protec-
tionist with a probability of 3/5 and Open with a probability of 2/5. In order to 
model this random variable, Nature moves first and determines the US type. Af-
ter Nature moves, only the US is aware of its type. The US must choose between 
playing impose tariffs (T) or do not impose tariffs (NT). If the US plays NT, the 
game ends. If the US plays T, then the UK must choose to either retaliate or ne-
gotiate. If the UK retaliates, the game ends and both countries are embroiled in 
a trade war. If the UK plays negotiate then the US may decide to keep the tariffs 
(Keep) or drop them (Drop). If the US plays Drop, positive trade relations are 
maintained and if it plays Keep, a trade dispute ensues.

Assumptions
Several assumptions govern this sequential game with imperfect informa-

tion. Firstly, it is assumed that the US is more protectionist than open. Research 
carried out on US trade policies revealed that the US has implemented 1,297 pro-
tectionist measures since the financial crisis compared to 206 liberalising policies 
(Figure 3) (Kirk, 2017). The protectionist stance adopted by the US has only been 
further exacerbated by President Trump (Kirk, 2017). 

Figure 3: A ranking of countries in terms of level of protectionism

Secondly, this model assumes that there are only two players involved in this 
trade dispute. This is a simplification of the dispute as the Canadian government, 
who provided Bombardier with significant state aid, have already retaliated by 
stating that they won’t buy Boeing jets while the tariffs are upheld (Wingrove, 
2017). This assumption is not-overly constraining as the UK and Canada are on 
the same side of the argument and the UK are better off adopting a similar ap-
proach rather than diverge, as is reflected in the payoffs.

Finally, there are assumptions regarding the preferences of the US and the 
UK. The US is the most powerful nation in the world, thus while a trade dispute 
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with the UK is for the most part undesirable, it is a nation that can withstand such 
a battle. The UK is in a more vulnerable position as it attempts to navigate the 
country through Brexit. The UK want to punish the US for imposing these tariffs, 
yet they can’t afford to lose the US as an alley in terms of negotiating post-Brexit 
trade deals.  However, Prime Minister May relies on the votes of the DUP for her 
government majority. The DUP are dependent on many votes from the area in 
Northern Ireland where Bombardier employs over 4000 people. Thus the British 
government is under pressure to either negotiate a deal or alternatively, retaliate 
and align with Canada, who have already taken a hard line. The UK defence sec-
retary has threatened that this case may prevent Boeing from winning lucrative 
British defence contracts in the future (Hollinger and Donnan, 2017). Further-
more, the UK would rather not reveal weakness in a negotiation process if the 
tariffs would ultimately be upheld.

U(a, b, c) can be defined as the case where the US chooses action a at its 
initial stage, the UK chooses action b and the US chooses action c at the final 
stage. Where b or c are missing, the game ends before reaching subsequent stages.  

The outcomes of the Protectionist US are ranked as follows:
U(T, Negotiate, Keep) > U(T, Retaliate) > U(T, Negotiate, Drop) > U(NT)

Regardless of the actions of the UK, the Protectionist US will always prefer 
to impose tariffs. It has no regard for international relations and perceives a UK 
that will initially negotiate rather than retaliate as a weaker opponent.  

The outcomes of the Open US are ranked as follows:
U(T, Negotiate, Drop) > U(NT) > U(T, Negotiate, Keep) > U(T, Retaliate)  

The Open US is mindful of maintaining international relations, however it 
would still rather negotiate an attractive deal rather than impose no tariffs in the 
first place. If the UK chooses to retaliate, then the Open US has failed to nego-
tiate a deal and caused further international upset. It would have been better off 
imposing no tariffs at all.  The outcomes for the UK are ranked as follows:

U(NT) > U(T, Negotiate, Drop) > U(T, Retaliate) > U(T, Negotiate, Keep)
The best outcome for the UK involves no tariffs from the outset. It would 

rather not immediately engage in a war with a country that it needs to keep on-
side and will try to negotiate a deal. However, if the UK believes that the nego-
tiations would ultimately be fruitless and the tariffs kept in place, they would be 
better off to retaliate immediately. 

Equilibria 
The extensive game yields three equilibria (Appendix 1). Starting at the end 

of the game, it is evident that the Protectionist US will choose Keep and the open 
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US will choose Drop (denoted by red lines). In addition, the Protectionist type 
has a pure strategy. The Protectionist US will always prefer to play T regardless 
of what the UK does later in the game. The Open US will randomize at its first 
information set, where it decides between T and NT. 

t:  represents the probability that the Open type chooses T 
n: represents the probability that the UK chooses Negotiate 
p: represents the probability that (US is Protectionist|T)

Equilibrium 1: Pooling PBE (Perfect Bayes Equilibrium)  
o US strategy: 

• Open US ( T, Drop)
• Protectionist US ( T, Keep) 

o UK strategy: ( Negotiate ) 
o UK beliefs:  

• US is Protectionist with probability 0.6 and Open with probability 0.4
The UK’s beliefs are consistent. Their posterior beliefs are equal to their 

prior beliefs as the actions of the US do not reveal any additional information. The 
UK strategy is optimal because the expected utility from negotiating is greater 
than that for retaliating when p < 66.7%.  The US strategy is also optimal. Since 
the UK always negotiates, the Protectionist US will play Keep and earn its highest 
payoff of 6. For the Open US, it will play Drop and similarly earn their highest 
payoff of 6. 
Equilibrium 2: Separating PBE 
o US strategy: 

• Open US (NT)
• Protectionist  US ( T, Keep) 

o UK strategy: (Retaliate) 
o UK Beliefs: 

• If US chooses T it is Protectionist with probability 1. If US chooses NT, it is 
Protectionist with probability 0. 

The UK’s beliefs are consistent because only a Protectionist US would play 
T, while only an Open US would play NT. Therefore, the UK adopts its optimal 
strategy of playing Retaliate. The US strategy is optimal because the Protectionist 
US adheres to its pure strategy of imposing tariffs. The Open US wants to avoid 
retaliation as this would result in its lowest payoff and thus will choose NT from 
the get go. 
Equilibrium 3: Semi-separating PBE 
o US strategy:

• Open US ( T with probability 75%, NT with probability 25%, Drop) 
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• Protectionist US ( T, Keep ) 
o UK strategy: (Negotiate with probability 80%, Retaliate with probability 20%) 
o UK beliefs:

• Using Bayes’ Rule the probability (US is Protectionist| T) = 66.7%
The US must play T with a probability of 75% for the UK to be willing to 

randomize. For this to be optimal for the US, there must be an 80% chance that 
the UK will negotiate. If the US plays T, the UK believes that there is a 66.7% 
chance that it is Protectionist. The PBE requires that both governments mix strat-
egies.

It is also interesting to evaluate the game when the probabilities of the US 
types are changed. Perhaps 60% and 40% were too conservative and it would be 
more appropriate to assign an 80% probability to the US being Protectionist and 
20% to the US being Open. When the game is recalculated with these probabili-
ties one separating equilibrium is found (Appendix 2). As always, the Protection-
ist US will play (T, Keep). The Open US will choose (NT). The UK will always 
play (Retaliate). If the UK observes T it believes with certainty that it is facing the 
Protectionist type and will retaliate. If it observes NT it knows with certainty that 
it is facing the Open type and there is no need to do anything. The actions of the 
US perfectly reveal their type.

Analysis
The two separating equilibria, are interesting to consider. The separating 

PBE is becoming more of a reality under the Trump administration. The US is in-
creasingly becoming more protectionist than open. So much so that WTO direc-
tor general, Roberto Azevedo, stressed that trade wars were responsible for the 
destruction rather than the creation of jobs (Reuters, 2017). The only way that 
that the US can increase the value of p (as perceived by the UK) is by imposing 
tariffs less often when Open. This implies that as t tends to 0, p tends to 1. Under 
Trump, in order for other countries to credibly believe that the US is open, the 
US can’t impose protectionist policies. With the US becoming increasingly closed 
and unlikely to negotiate any acceptable deal with the UK, immediate retaliation 
would be the best move for the UK government. The semi-separating equilib-
rium describes a situation whereby both governments are mixing strategies. In 
the real world, if the US does ultimately drop the tariffs then both governments 
achieve favourable payoffs. However, given how the situation has progressed this 
is unlikely.

The pooling equilibrium is the best indicator of what in fact occurred. While 
it is impossible to know UKs true beliefs regarding the US, it did try to negotiate. 
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However, the lobbying and pleas have thus far proved to be fruitless. The US 
has not dropped the tariffs although a final decision won’t be made until February. 
The UK appears to be facing a Protectionist US and one would assume it will 
receive its worst payoff. However, an unexpected development occurred. This 
couldn’t have been anticipated by either government and thus does not appear 
in the initial payoffs of the game. Airbus announced in October that it would be 
taking a majority stake in the C series. This venture provides Bombardier with the 
marketing expertise, distribution channels and seal of approval it was previously 
lacking. Airbus has a manufacturing plant in Alabama which means the partner-
ship should be able to circumvent the high tariffs. The jobs in Northern Ireland 
are safe and the US has received a major blow. While this has not been modelled, 
a further possible extension would be to consider how the US and UK strategies 
change in light of this new information. 

Policy Implications
Boeing is left in an even more vulnerable position with the prospect of its 

greatest competitor, Airbus gaining even more market share with its now superi-
or jets. Furthermore, Boeing and the US government have damaged internation-
al relations. The US could still hopefully salvage their international relations by 
dropping the tariffs. Policy implications? Tariffs of 300% are the nail in the coffin 
for small companies and cause major international upset. No competitive indus-
try can develop if entrants are constantly faced with this insurmountable hurdle. 
There ought to be stringent regulation which caps the level of tariff a government 
can place on such companies along with better implementation of the rules sur-
rounding government aid. This would hopefully prevent the US from having to 
impose tariffs in the first place. 
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Appendix 1 
Model 1:Probabilities 60% and 40% 
Let t represent the probability that the Open US chooses Impose Tariffs (T). Let n 
represent the probability that the UK chooses Negotiate. Let p denote the prob-
ability that (US is Protectionist|T):

EUuk (Negotiate|p) = 2p + 5(1−p) = 5−3p
EUuk (Retaliate|p) = 3p + 3(1−p) = 3

UK will prefer to negotiate if:
5−3p > 3
−3p > −2
p <  2/3

o If p < 2/3, UK will play Negotiate. 
o If p > 2/3, UK will play Retaliate.
o If p = 2/3, UK indifferent between playing Negotiate and Retaliate.
UK’s beliefs have to be consistent with US strategy and Bayes’ rule:

Values of t where p < 2/3:
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p = 3 / (3+2t)
3 / (3 +2t) < 2/3

3/4 < t
t > 3/4

Case 1: t > 3/4 ⇒ p < 2/3 
• Since p <  2/3, UK will always play Negotiate 
• If UK always plays Negotiate, then the Open US should play T.
• Therefore, t= 1.
• Both players are playing the best response to one another, so this is an equi-

librium.
• This is a pooling equilibrium where no information is revealed. The posteri-

or beliefs are equal to the prior beliefs. 
Equilibrium

• Protectionist US: ( T, Keep)
• Open US: ( T, Drop)
• UK: (Negotiate)
• Beliefs: Prob ( US is Protectionist|T ) = 3/5

Case 2: t <3/4 ⇒ p >2/3

o Since p > 2/3, UK will always play Retaliate 
o If the UK always plays Retaliate, then the Open US should play NT 
o Therefore, t= 0 
o Both players are playing the best response to one another, so this is an equilib-
rium.
Equilibrium 

• Protectionist US: ( T, Keep)
• Open US: (NT)
• UK: (Retaliate)
• Beliefs: Prob (US is Protectionist|T) = 1

Case 3: t = 3/4 ⇒ p= 2/3

o Since p = 2/3, the UK is indifferent between playing Retaliate and Negotiate o 
If t= 3/4, the Open US is mixing between T and NT. 
o For the US to mix between these two strategies, the US must be indifferent 
between them. This can only happen if the UK is also mixing:

EUus (T|n) = 6n + 1(1−n) = 5n +1 
EUus (NT|n) = 5 

5n + 1 = 5 
5n = 4 n = 4/5
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Equilibrium
Protectionist US: (T, Keep)
Open US: (T with probability 3/4, NT with probability 1/4, Drop)
UK: (Negotiate with probability 4/5 , Retaliate with probability 1/5)
Beliefs: Prob (US is Protectionist|T) = 2/3

Appendix 2 
Model 2 – Probabilities 80% and 20% 
The payoffs for the UK at the information set are the same as before. Therefore, 
the UK optimal strategy given beliefs remains the same. 
o If p < 2/3, UK will play  Negotiate.
o If p > 2/3, UK will play Retaliate.
o If p = 2/3, UK indifferent between playing Negotiate and Retaliate.

UKs belief has to be consistent with US strategy and Bayes’ rule
p =  Prob (US is Protectionist | T) = 

Values of t where p < 2/3:
p = 4 / (4+t)

4 / (4 +t) < 2/3

t > 2
o This is not possible and therefore no value of t will result in p T 2/3.
o This means that the only possibility is for p > 2/3.
o Therefore, since p > 2/3, the UK will always play Retaliate.
o If the UK always plays Retaliate, then the Open US should always play NT.
o Therefore, t=0 
If t = 0

p = 4 / (4+t)
p = 4/4

p = 1
Separating Equilibrium
Protectionist US: ( T, Keep)
Open US: (NT)
UK: (Retaliate)
Beliefs: Prob (US is Protectionist|T) = 1
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Method to the 
Madness: A Game 

Theoretical Analysis of  
the USA and North 

Korea’s Standoff
Marcel Jaensch – Senior Sophister

In the past year the world has been threatened with the prospect of 
nuclear war, by the seemingly impulsive behavior of the North Korean 
regime. In this paper, Marcel Jaensch opens the possibility that their 
behavior is in fact rational and is a key part of their survival strategy. 
Marcel uses game theory to display the value of uncertainty around 
their capabilities to strike the US and its allies, showing that the US 
will only attack if they can be almost certain of an inability to strike 
back. This insight gives rationale to the North’s seemingly erratic be-
havior and strategy, showing that it may, from the regimes point of view, 
be optimal.

Intoduction

In the last months, the North Korean military launched numerous missile tests, 
leaving the world trembling, causing a rush to safe haven assets and giving rise 

to semi-humorous rhetoric by the US president. The strategy of North Korea is to 
develop an Intercontinental Ballistic Missile (ICBM) that is capable both in range 
and accuracy to reach a major American city. On November 28th, North Korea 
claims to have successfully tested for the first time such an ICBM, which however 
cannot be verified (Kong, 2017). Therefore, as the DPRK continues their missile 
tests, it is instructive to use game theory to analyse the options of the North Ko-
reans and the resulting response by the United States. The US intelligence com-
munity will be fully aware of such further tests. However, the outcome of devel-
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opment is uncertain to the United States. This information asymmetry sets the 
stage for a game theoretical analysis of the interactions between both players. The 
paper will start by outlining the model, its assumptions and the payoffs before 
representing it in diagrammatic form. The essay will the outline the equilibria of 
the game and analyse their significance, before discussing limitations and possible 
extensions to the model. The main insight of this paper is the absence of signalling 
by North Korea, and the fact that uncertainty is key to the regime’s preservation. 
This value of uncertainty to the regime indicates that their seemingly reckless and 
impulsive behaviour is in fact calculated and strategic, and ultimately necessary 
for its survival.

Model
This paper models an extensive game with imperfect information involving 

the Democratic People’s Republic of Korea (DPRK) and the United States as 
single players. The model represents a scenario in which the DPRK tests another 
Intercontinental Ballistic Missile. The outcome of the test will determine whether 
North Korea possess capabilities of attacking the United States mainland with 
nuclear missiles. Hence, a successful test will render the DPRK an ICBM capable 
type, and an unsuccessful test will make the DPRK an ICBM incapable type. The 
United States will be aware of such a test and will either play the same game with 
one of two probability distribution. If the US intelligence community deems the 
test as a failure, then nature will choose an ICBM success with probability 0.1 and 
an ICBM failure with probability 0.9. If, however, the US intelligence agencies 
categorise the test as a success, nature deems the ICBM test a success with prob-
ability 0.9 and a failure with probability 0.1. 

Once the appropriate game has been selected given the intelligence analysis, 
nature moves first and determines the outcome of the test given the underlining 
probabilities. After nature’s move, only the North Korean leadership themselves 
know the exact outcome of whether the test and, thus, the development of an 
ICBM was successful. The United States will only know the underlining discrete 
probability distribution and will never have complete information on whether 
North Korea possess ICBM capabilities. The United States will, however, form 
believes on the outcomes of the tests after observing North Korea’s first move. 
Once the DPRK knows which type they are, they will choose whether to an-
nounce the development of such a threating weapon as a success or publicly claim 
it as a failure. After the announcement, the United States will react by either re-
treating and removing its military forces from the region, or by attacking North 
Korea. Hence, either the game will end in peace given the US retreats or in war, 
which might be a nuclear war leading to total annihilation. This assumption is 
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made to simplify the analysis.

Assumptions
The first assumption is that the international community and the United 

States will be aware of such a missile launch. This is credible as North Korea most 
likely will issue a notice to airmen, known as a NOTAM. Such a warning will be 
most likely used by the North Korean’s to notify the international community to 
avoid risking starting a war. Even if no such warning is issued, the US military 
using space-based sensors in conjunction with ground-based radar can detect a 
missile launch, its type, bearing, range and lastly whether it failed or succeed-
ed. However, sometimes information is lacking, and occasionally conflicting, or 
wrong. Therefore, even though the international community is aware of a launch 
and can predict to a high certainty whether it was successful or not, a small error 
term persists (Hanham, 2017). This error term is the basis for the second as-
sumption, the two sets of discrete probabilities. If the US intelligence community 
deems a test a failure, the error term is incorporated in the game by the fact that 
the ICBM test is a success with a probability of 0.1. If the test is deemed success-
ful by the intelligence agencies, there is still a probability of 0.1 that the ICBM 
test was a failure. 

The third assumption is that North Korea will publicly announce the out-
come of the tests, even when it failed. While this might not be reasonable, it adds 
a layer of complexity that creates a model which yields an interesting equilibria. 
Fourth, it is assumed that the United States can only either retreat or attack. This 
simplifies the game tree by reducing the number of branches, effectively ruling 
out the status quo whereby the United States takes no action.

Lastly, the payoffs, in the model also rely on a set of assumptions about the 
actions and preferences of each player. However, it is assumed that the payoffs to 
the DPRK do not depend on the outcome of the ICBM test only on the actions 
of the United States. The DPRK would prefer the United States to retreat and 
remove its forces from the region rather than being attacked. An attack by the 
United States would end in a complete loss with or without ICBM capabilities. As 
for the United States, it is assumed that it has two sets of preferences depending 
on the outcome of the ICBM test. If the test is a success, the US would prefer to 
retreat rather than attack and vice versa if the ICBM test is a failure.

Overall, the United States would prefer to attack North Korea when it 
does not possess ICBM capabilities, as it can win the war without incurring de-
struction at home. Then, the United States second most favoured outcome is to 
retreat when the ICBM test was a success, as it ensures that major US cities do not 
get attacked. However, the United States would prefer less to retreat when the 
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ICBM test is a failure as it would have seceded without a credible threat. Lastly, 
the United States would least prefer to start a nuclear war with a North Korea 
that has ICBM capabilities, as this would lead to complete destruction of the US 
homeland. The range of values attached to the payoffs for both parties is between 
zero and five. These assumptions are represented in the table below.

Table 1: Payoffs of the United States and DPRK in respect to outcomes

Representation
The extensive form games with incomplete information described above 

are represented in the diagram below. As outlined earlier, the only difference 
between the two games are the two sets of underlining probabilities at the start 
of each game.

Figure 1: Extensive form games of nuclear politics between USA and DPRK
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Equilibria
The first extensive Bayesian game, in which the US intelligence reports 

deem the ICBM test to have failed, yields two pure-strategy pooling equilibria. 
The first Perfect Bayesian Equilibrium (PBE) states that the DPRK will announce 
a successful ICBM test regardless of the actual outcome. The United States will 
in turn attack in both cases. This rest on parameters that the probability with 
which the USA believes the ICBM test was successful when the DPRK announces 
a success (a=Prob(S|s))is equal to the prior probability that the ICBM test was 
a success (α=0.1 ). It further rests on the assumption that the probability with 
which the USA believes the ICBM development was successful when the DPRK 
announces a failure (q=Prob(S|f)) is less than or equal to 0.67 (q[0,2/3]). The 
second Perfect Bayesian Equilibrium sets forth that the DPRK will announce a 
failure of the test irrespective of actual outcome and the United States will re-
spond by attacking North Korea, given that q=0.1 and α[0, 2/3]. These sets of 
PBE are summarized below,

Figure 2: Set of PBE of Game 1

In the second extensive Bayesian game, when the US intelligence commu-
nity deems the ICBM test to be successful, there are four pure-strategy pooling 
equilibria. In the set of the first two Perfect Bayesian Equilibria, the DPRK an-
nounces that the ICBM tests were successful regardless of its validity. In both 
equilibria, given α=0.9 the United States will retreat when observing an an-
nouncement of success. However, in one equilibrium the USA will retreat even 
when a failure is announced if q∈[2/3,1] and in the other equilibrium the USA 
will attack when failure is announced if q∈[0,2/3]. If q=2/3, the United States 
is indifferent between retreating or attacking when failure is announced. In the 
second set of the other two Perfect Bayesian Equilibria, the DPRK announces 
that the ICBM tests were a failure regardless of actual events. In both equilibria, 
given  q=0.9 the United States will retreat when observing an announcement of 
failure. However, in one equilibrium, the USA will retreat even when a success is 
announced if α∈[2/3,1] and in the other equilibrium the United States will attack 
when success is announced if α∈[0,2/3]. If α=2/3, the United States is indifferent 
between retreating or attacking when success is announced. See the set of above 
described PBE on the next page (Figure 3: Set of PBE of Game 2)
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Analysis and Extensions
The interesting fact about both games is that they yield exclusively pooling 

equilibria. In these equilibria, the sender, the DPRK, who observes the outcome 
of the ICBM tests chooses the same action, so that the sender’s action gives the 
receiver, the United States, no information about the sender’s type. Hence, the 
DPRK employs a pooling strategy to conceal whether it is an ICBM capable type 
or not. Intuitively, it is advantageous for the DPRK not to signal its type to the 
USA, as it would be inviting the US to attack in case it is incapable of launch-
ing nuclear ICBMs against the US mainland. Given that no signalling occurs, the 
United States uses the underlining probabilities of each game to form beliefs and 
best responses. As the one of underlining probabilities in each of the games is 
closest to one, the model approaches an extensive game of complete information. 
Hence, when it is extremely likely that the ICBM test failed, as in Game 1, the US 
will want to attack North Korea, which is the case in all PBE of Game 1. On the 
other hand, if it is very likely that North Korea possess ICBM capabilities, the US 
is better off retreating, as is evident in most of the PBE of Game 2. Hence, given 
the assumptions the predictions are realistic.

Nonetheless, the prior assumptions need to be assessed by their effect on 
the games’ outcomes and how realistic they are. The first two assumptions, about 
the observance of a missile launch and the error term of an intelligence analysis, 
are both very much rooted in real-life scenarios as outlined above. The assump-
tion that North Korea publicly announces a missile test failure is somewhat unre-
alistic, but adds a layer of complexity to the game. 

However, the insightful pooling equilibrium is reached by assuming that the 
DPRK’s payoff is equivalent when they announce success or failure of the ICBM, 
and only depends on the United States response. As the information transmission 
is costless and the interest between the DPRK and the US are not aligned, it is 
always more advantageous for North Korea to conceal their actual capabilities. 
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In the game theory literature, this is referred to as ‘Cheap talk’, first outlined in 
its basic form by Crawford and Sobel (1982). This type of game can be applied 
to any interaction in which an informed player, who is biased, advises a decision 
maker, where communication is direct, costless, non-binding and unverifiable. 
The standard example is that of a lobbyist informing a politician of the state of the 
industry they are representing (Munoz-Garcia and Toro-Gonzalez, 2016). Lastly, 
to limit the response of the USA to two options of either attack or retreat is too 
strong an assumption to make. It leaves out a third option of the US standing put, 
which would represent the status quo. 

To model the game closer to reality, it can be amended by two aspects. First, 
the United States should be given the additional third option to stand firm, which 
should represent the status quo. The payoff for the status quo will have to be equal 
for both players. For the US, it has to take up a value which is greater than the 
payoff from retreating when the ICBM test is a success, but less than the payoff 
from attacking when the ICBM test is a failure (status quo∈(2,5)). Different from 
the original game, this third option would make retreating less reasonable for the 
US as the payoff from staying put is always higher. Additionally, to introduce sig-
nalling in this game it must be costly for North Korea to make the false announce-
ment of a successful ICBM launch (sF). This makes the game more realistic as it 
is extremely costly for the DPRK to maintain a façade of being ICBM capable. 
However, there will only be a separating equilibrium, indicative of signalling, if 
the costs of lying about a successful ICBM decrease the payoff of the status quo 
for North Korea equal to or below zero. This represents an equal or lower payoff 
than being attacked by the United States given North Korea announced a failure 
(fF), which certainly is questionable.

Overall, the one key policy implication to take away from this analysis is 
that what allows the Pyongyang regime to survive is their ability to either provide 
a credible threat, or at least arouse enough certainty around their capabilities as 
to discourage a US attack. The more difficult North Koreas tests are to evaluate, 
and more generally, the more difficult their general capabilities are to determine, 
the more secure the regime is, as the US will presumably only attack when swift 
victory is assured. 

Conclusion
This paper presents an extensive game which shows that North Korea would 

never signal to the world whether it is capable of deploying an ICBM against the 
US when there are no costs for North Korea to provide proof. Hence, the model 
has clear limitations as some assumptions are too strong or too far from real inter-
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national political dynamics. Altering these assumptions would give rise to further 
work and hopefully further insight. However, the model does show the value of 
uncertainty to the North Korean regime. The uncertainty which surrounds their 
nuclear program and capabilities, and their country in general, is what allows 
their regime to survive. This perhaps gives insight into why the regime under-
takes such erratic behavior, that this behavior preserves uncertainty around their 
capability to inflict disaster upon the US and its allies. This indicates that there 
may in fact be some strategic method behind Mr. Kim’s apparent madness. 
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Appendix 
Game 1: US Intelligence community observes a failed DPRK ICBM 
test

• Probability ICBM development is successful: 0.1
• Probability ICBM development is unsuccessful: 0.9

Strategy Sets
The strategy sets are

Bi-Matrix
The game can be rewritten as a bi-matrix in which the numbers are weighted by 
the underlining probability chosen by nature. The bi-matrix is as follows with best 
responses underlined:
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The set of pure-strategy Nash equilibria, and hence (since the game has no proper 
subgames) the set of pure-strategy subgame perfect Nash equilibria, of the game 
are:

We know that any strategy profile which is part of a PBE assessment must be a 
SPNE, and so we can restrict our attention to the SPE strategy profiles found 
above. 
Range of beliefs that those SPNE can be part of a PBE
Let α denote the probability with which the USA believes the ICBM development 
was successful when the DPRK announces a success (USA is at far left node),

α=Prob(S|s)

Let q denote the probability with which the USA believes the ICBM development 
was successful when the DPRK announces a failure (USA is a second most fur-
thest left node),

q=Prob(S|f)

First: Test SPNE=(sSsF,AsAf)
After observing the announcement of success (s), the USA beliefs are:

After observing the off-the-equilibrium message of failure (f), the USA beliefs 
are:

Hence, belief consistency requires that α=0.1 and places no restriction on q (off-
the equilibrium beliefs). Hence, we can have any q∈[0,1]. 
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In situations when success is announced (s), we have (using α=0.1) that:

So, it is optimal for the USA to attack when the DPRK announces a successful 
ICBM development.
When failure is announced (f), we have

Therefore, sUSA= AsAf is only sequentially rational for the USA when q∈[0,2/3]. 
We need to check that sDPRK=sSsF is sequentially rational for the DPRK in this 
scenario. This is very straight forward, since sUSA= AsAf implies that the USA will 
always attack. So, it doesn’t matter what the DPRK does (they will receive a 
payoff of 0 irrespectively), making all strategies sequentially rational including 
sDPRK=sSsF. 

Second: Test SPNE=(fSfF, AsAf)
Belief consistency places no restrictions on α (off-the equilibrium beliefs- 

so we can have any α∈[0,1]) and requires that q=0.1. 
In situations when failure is announced (f), we have (using q=0.1) that
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So, it is optimal for the USA to attack when the DPRK announces an unsuc-
cessful ICBM development (f).

When success is announced (s), we have

Therefore, sUSA= AsAf is only sequentially rational for the USA when α∈[0,2/3]. 
We need to check that s_{DPRK}=\ f^Sf^F is sequentially rational for the DPRK 
in this scenario. This is very straight forward, since s_{USA}=\ A^sA^f implies 
that the USA will always attack. So, it doesn’t matter what the DPRK does (they 
will receive a payoff of 0 irrespectively), making all strategies sequentially rational 
including sDPRK=sSsF. 

To summarize, the set of PBE is:

Game 2: US Intelligence community observes a successful DPRK 
ICBM test

• Probability ICBM development is successful: 0.9
• Probability ICBM development is unsuccessful: 0.1

Strategy Sets
The strategy sets are the same as above.

Bi-matrix
The new game can be rewritten as a bi-matrix in which the numbers are weight-
ed by the changed underlining probability chosen by nature. The bi-matrix is as 
follows with best responses underlined:
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The set of pure-strategy Nash equilibria, and hence (since the game has no proper 
subgames) the set of pure-strategy subgame perfect Nash equilibria, of the game 
are

We know that any strategy profile which is part of a PBE assessment must be a 
SPNE, and so we can restrict our attention to the SPE strategy profiles found 
above. 
Range of believes that those SPNE can be part of a PBE
The notation of the believes of the USA and their meaning are identical to the 
prior game. 

First: Test SPNE=(sSsF, RsRf)
Belief consistency requires that α=0.9 and places no restriction on q (off-the 
equilibrium beliefs). So, we can have any q∈[0,1]. 
In situations when success is announced (s), we have (using α=0.9) that

So, it is optimal for the USA to retreat when the DPRK announces a successful 
ICBM test.
When failure is announced (f), we have
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Therefore, sUSA= RsRf is only sequentially rational for the USA when q∈[2/3, 1].
We need to check that sDPRK=sSsF is sequentially rational for the DPRK in 

this scenario. This is very straight forward, since sUSA= RsRf implies that the USA 
will always retreat so it doesn’t matter what the DPRK does (they will receive 
a payoff of 5 irrespectively), making all strategies sequentially rational including 
sDPRK=sSsF. 

Second: Test SPNE=(sSsF, RsAf)
Belief consistency requires that α=0.9 and places no restriction on q (off-the 
equilibrium beliefs); so we can have any q∈[0,1]. 
In situations when success is announced (s), we have (using α=0.9) proven above 
that

So it is optimal for the USA to retreat when the DPRK announces a successful 
ICBM development.
When failure is announced (f), we have

Therefore, sUSA= RsAf is only sequentially rational for the USA when q∈[0,2/3]. 
We need to check that sDPRK=sSsF is sequentially rational for the DPRK in this 
scenario. This is very straight forward, since sDPRK=sSsF yields DPRK the highest 
utility with respect to sUSA= RsAf(UDPRK=5)

This makes sDPRK=sSsF sequentially rational for DPRK. 

Third: Test SPNE=(fSfF,RsRf)
Belief consistency places no restrictions on α (off-the equilibrium beliefs- so we 
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can have any α∈[0,1]) and requires that q=0.9. 
In situations when failure is announced (f), we have (using q=0.9) that

So, it is optimal for the USA to retreat when the DPRK announces an unsuccess-
ful ICBM test (f).
When success is announced (s), we have

Therefore, sUSA= RsRf  is only sequentially rational for the USA when α∈[2/3, 1]. 
We need to check that sDPRK=fSfF is sequentially rational for the DPRK in this 
scenario. This is very straight forward, since sUSA= RsRf implies that the USA will 
always retreat so it doesn’t matter what the DPRK does (they will receive a payoff 
of 5 irrespectively), making all strategies sequentially rational including sDPRK=fSfF. 

Fourth: Test SPNE=(fSfF, AsRf)
Belief consistency places no restrictions on α (off-the equilibrium beliefs- so we 
can have any α∈[0,1]) and requires that q=0.9. 
In situations when failure is announced (f), we have (using q=0.9) proven above 
that

So, it is optimal for the USA to retreat when the DPRK announces an unsuccess-
ful ICBM test (f).
When success is announced (s), we have using the results obtained in step three
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Therefore, sUSA= AsRf is only sequentially rational for the USA when α∈[0,2/3]. 
We need to check that sDPRK=fSfF is sequentially rational for the DPRK in this 
scenario. This is very straight forward, since sDPRK=fSfF yields DPRK the highest 
utility with respect to sUSA= AsRf (UDPRK=5).

This makes sDPRK=fSfF sequentially rational for DPRK. 

To summarize, the set of PBE is:
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 Weed Money: How 
Fungibility affects 

Colorado’s Education 
Funding Gap
Michael Howard, Junior Sophister

January of 2014 saw the legalization of the sale of recreational mar-
ijuana in Colorado, but further stipulated the first $40 million from 
a 10% excise tax on retail marijuana be reserved for public school 
capital construction. This draws upon the wider issues that Colorado’s 
tax revenues are interchangeable, and as such taxes can be reallocated 
accordingly which may obstruct current federal education-based ini-
tiatives such as grants. Therein, aim of this paper remains to detect if 
the relationship between earmarked marijuana tax dollars and gov-
ernment grants to CPE is one of replacement or supplementation. This 
will be done by implementing a standard ordinary-least squares (OLS) 
method combined with a restricted and unrestricted model comparison. 
The econometric analysis concludes replacement, and subsequently goes 
onto consider possible policy implications and extensions to this study. 

Introduction

In January of 2014, the sale of recreational marijuana became legal in Colorado. 
The amendment which accomplished this, Amendment 64, required that the 

first $40 million from a 10% excise tax on retail marijuana be earmarked for 
public school capital construction. Once it was clear that revenues from this tax 
would exceed $40 million inside a few years, lawmakers changed this policy to 
earmark revenues in excess of $40 million (from what was now a 15% excise tax) 
for the state public school fund. Therefore, the marijuana industry’s funding of 
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Colorado public education (CPE) is explicitly made proportional to its own rev-
enue by state law. This likely influenced certain demographics – namely parents 
and educators- in their stance on legalization and the growth of the recreational 
marijuana industry in general. These demographics are especially amenable to 
such measures due to Colorado’s poor performance in many areas of public ed-
ucation finance.  

However, if Colorado’s tax revenues are fungible – that is, if monies can be 
easily reallocated from one sector to another, there is a possibility that hypoth-
ecations of tax revenue from the marijuana industry could replace some state 
and federal grants rather than supplement them. This would mean that these in-
jections would fail to close Colorado’s education funding gap. In general, the 
certainty of some future funding for a particular sector can encourage those in 
charge of fund distribution to direct generic monies away from that sector in 
the future or the present. This can cancel out the positive effects of new revenue 
sources or, if the average amount of money leaving a sector due to this phenome-
non exceeds the amount of earmarked money coming in for a given period, cause 
total funding to decrease over time.

There is empirical evidence for this phenomenon. In Ohio, the hypotheca-
tion of casino revenues to public schools encourages lawmakers to reduce edu-
cation funding on the grounds that schools have consistent revenue from other 
sources. These cuts are larger on average than the revenue coming in from casi-
nos, resulting in an overall widening of the funding gap (Hollinger, 2015).  Like-
wise, the presence of state lotteries, the revenues of which are allocated largely 
or entirely to education, is found to have no effect on the proportion of education 
expenditure due to the ineffectiveness of earmarking as a means of bolstering 
funding (Jones, 1994). However, there is also evidence that hypothecation can 
occur without significant displacement. For instance, while the introduction of 
earmarked gambling revenues in Illinois, Michigan and Missouri displaced a small 
amount of education funding, total funding was virtually unaffected and even 
stabilized following the emergence of these revenue sources (Ozurumba, 2009). 

Clearly, it is not settled whether setting aside revenues for the reduction of 
specific funding gaps is a reliable strategy. The intricacies of local, state and federal 
budgetary politics make discussing this question in theoretical terms cumber-
some. Until tax policy research unearths the characteristics which make a state’s 
tax revenues fungible, empirical investigations of the financial effects after the fact 
are the most valuable resources for policymakers. 

The avenues of funding between the retail marijuana industry and CPE have 
been open for four years. The aim of this paper is to detect whether the relation-
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ship between earmarked marijuana tax dollars and government grants to CPE is 
one of replacement or supplementation. I find that the empirical evidence sug-
gests replacement, and recommend that the earmarks be removed from excise 
tax dollars before Colorado’s schools become dependent on revenues from the 
marijuana industry.

Data and Empirical Approach
This analysis conducts ordinary least squares (OLS) estimation using 

monthly multivariate data from March 2014 to November 2017 on the following 
variables: 

• grants: State and federal grants to Colorado public schools and PK-12 edu-
cation programs, collected from grant payment detail reports on 882 grants 
compiled by the Colorado Department of Education (CDE) (2017a).

• salestax and extax: Sales and excise tax revenues from retail marijuana, 
collected from tax reports compiled by the Colorado Department of Rev-
enue (2018).

• enrollment: Public school enrollment numbers, collected from CDE files 
on pupil membership from pre-school to 12th grade (2017b). 

• propvoter40plus: The proportion of registered voters over 40, collected 
from voter demographics reports compiled by the Colorado Secretary of 
State (Williams, 2017).

Observations are used in a linear regression of the form:
∆grantsi = β0 + β1∆extaxi + β2∆salestaxi + ui

where variables preceded by ∆ are calculated as the change in dollars from 
last month, and ui is the random error term. Due to the fact that excise tax dollars 
are earmarked and sales tax dollars are not, a regression which includes only total 
tax revenue as an explanatory variable fails to capture the effects of earmarked 
monies as opposed to generic monies.  Likewise, a regression which includes only 
excise tax dollars fails to correct for the impact of generic tax dollars on the size 
of government coffers. Hence, I have decomposed tax revenue into excise tax 
and sales tax.

Under the assumption that earmarked monies are replacing state and feder-
al grants, we would expect to estimate a negative value for β1. This would indicate 
that an increase in excise tax revenue- a definite future injection into CPE- would 
accompany a decrease in state and federal grants. Revenue from sales tax is split 
between state and local government tax coffers, with 90% going to the former. 
Therefore, we would expect to estimate a positive value for β2, as the monies de-
scribed by ∆salestaxi should contribute by some amount to the monies described 
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by ∆grantsi. 
In order to detect changes in the electorate or in public schools across the 

state which might affect ∆grantsi, I compare the explanatory power of the re-
stricted model above with the unrestricted model
∆grantsi = β0 + β1∆extaxi + β2∆salestaxi + β3enrollmenti + β4propvoter40plusi 

+ ui

Limitations on Inference
The most severe limitation on inference from this paper is sample size. As 

mentioned, the avenues of funding between the retail marijuana industry and 
CPE have only existed for four years. It is reasonable to speculate that trends 
which emerge within four years of a change to tax policy may not persist on lon-
ger time scales, or that the most drastic effects have yet to emerge.

Additionally, there is some seasonality in grants which creates outliers in 
the data. Somewhat predictably, the sum of CPE grants jumps drastically follow-
ing the beginning of the school year.

It is possible that more precise estimations of the coefficients in both models 
could be obtained by weighting observations in September. No effort has been 
made to do this here, as determining accurate values for these weights would 
require an estimation of the magnitude of this seasonal effect using large pools 
of data. Since the aim of this study is to determine which of two effects has oc-
curred, not to produce accurate estimations of CPE funding based on marijuana 
tax revenue, it is assumed that neglecting to omit or weight these outliers will not 
significantly impact results. 

Lastly, precise interpretation of the models is curtailed by multicollinearity 
between the predicators. Increases in excise tax revenue for a particular prod-
uct are obviously related to increases in sales tax revenue for that same product. 
While the explanatory power of each model as a whole remains unaffected by 
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this characteristic, the variance of the coefficient estimates is higher due to cor-
relation between the explanatory variables. However, this correlation is not as 
tight as one might expect, presumably due to sales tax rounding and variation 
between retail marijuana establishments. OLS regressions of each retail marijua-
na tax component on the other return values of R^2 less than 0.5, indicating that 
the variance inflation factor (VIF) of each of these variables is low enough that 
this characteristic can be safely ignored.  Furthermore, I would reiterate that this 
study does not aim at precise estimates of the coefficients in either model but only 
at obtaining their signs and rough magnitudes.

Results
OLS estimation using the restricted model returns the following:

Replacing the relevant parameters in the restricted model with their esti-
mated values gives:

∆grantsi=-4231593-30.77∆extaxi+32.64∆salestaxi

Including enrollment and propvoter40plus returns the following:



180

Student economic Review vol. XXXii

Neither of the variables unique to the unrestricted model is found to have 
significant explanatory power. Due to the fact that the adjusted R^2 of the re-
stricted model is greater than its unrestricted counterpart, only the restricted 
model will be interpreted. Furthermore, the intercept term is found to be sta-
tistically insignificant and to vary wildly between models. This does not affect the 
restricted model’s ability to be interpreted in the context of this study, as I am 
interested only in the information captured by the coefficients, but it precludes 
the possibility of using either model to forecast values for the dependent variable 
with any sort of accuracy. 

Interpretation of Results
The signs and rough magnitudes of the coefficients in the restricted model 

suggest replacement and are significant at \propto=0.05. Again, not too much 
should be made of the exact estimations of \beta_1 and \beta_2 due to the in-
ferential limitations discussed earlier, but even the 95% upper bound of \beta_1 
in the restricted model, estimated to be -6.85, suggests a more than one-to-one 
degree of replacement of state and federal dollars by excise tax dollars in CPE 
funding.

Policy Implications
Based on the results of this study, Colorado’s tax revenues are highly fungi-

ble, and this has allowed state and federal grants to CPE to be replaced by excise 
tax revenues rather than supplemented with them. It is recommended that ear-
marks be removed from excise tax dollars, as unmarked dollars from sales tax 
do not exhibit this replacement property. The fact that sales tax revenues exert 
a significant positive effect on CPE funding suggests that Colorado’s education 
funding gap would be reduced more quickly if the stream of generic tax revenue 
from the retail marijuana sector to government coffers consisted of both sales and 
excise tax dollars.

These results should not be interpreted as evidence against earmarking in 
all cases. Hypothecation may be appropriate for specific projects and sectors, and 
may even be effective at closing education funding gaps in certain states, as sug-
gested by Ozurumba (2009). However, it appears that the dynamics of financial 
politics pertaining to CPE funding are such that hypothecation is an inappropriate 
response to Colorado’s poor performance in education finance.

It is worth noting that the demographics most concerned with education 
finance overlap strongly with the demographics most disapproving of recreational 
marijuana, and that the financial relationship between the two sectors is in dan-
ger of becoming one of dependence. If government funds are being taken out of 
CPE in expectation of compensating injections from the retail marijuana industry, 



181

economic ReSeaRch

Colorado’s schools may become financially dependent to some degree on that 
industry’s success. Therefore, it is recommended that the earmarks be removed 
soon, before this relationship is given a chance to develop. Fortunately, the data 
used in this study suggests that tax revenues from retail marijuana currently make 
up only a small proportion- less than 2%- of total CPE funding, so the degree of 
dependence, if any exists, is likely to remain small for some time.

Further Investigation
The precision of policy research in this area increases with time. In the 

context of the method used in this paper, available data and sample size increase 
as policies sink in. It is recommended that similar investigations of Colorado’s 
situation be made in the future. Additionally, some investigation into the effects 
of seasonality in the dependent variable grants may improve the accuracy of co-
efficient estimates. Lastly, as the legalization of recreational marijuana continues 
to crop up as a salient issue in many states, it is likely that there will be more 
opportunities- and perhaps obligations- in the coming years to conduct this sort 
of investigation in different political and economic environments. In the likely 
event that legalization laws pass in more states, it is imperative that the field of 
tax policy research provides sufficient advice on how to make the most of these 
new revenue sources. 
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A New Theory of Health 
and Consumption 

Ryan Cleary, Senior Sophister

In this paper, Ryan Cleary proposes an original model for consumers’ 
decisions when deciding how much to spend on healthcare rather than 
other forms of consumption. While most of the literature is based on 
the idea of healthcare as a part of human capital, Ryan offers a new 
view of health’s effects on consumption, which illustrates the channels 
through which health spending affects utility. In conclusion, he propos-
es a reconciliation point between the two separate views of health from 
the consumer and health as a form of capital in order to understand the 
consumption decision of healthcare.

Much of the theory regarding decisions on health expenditure is derived from 
Michael Grossman’s influential paper “On the Concept of Health Capital 

and the Demand for Health”. This paper considers health as a part of human capi-
tal. People have a stock of health, which they then must maintain over the course 
of their lives through expenditure on healthcare. The treatment of health in this 
model is like other forms of human capital, such as a skill. People must maintain 
health to be fit to work, as they must maintain their skills to perform their work.

This way of viewing health has created its own branch of literature in the 
past decades (See Wagstaff, 1986, 1993; Jacobson, 2000). The work of Grossman 
has been the leading way of viewing health, however, as shall be argued, it only 
views health as a form of capital, and this is an incomplete view. The purpose of 
this paper is to develop a new model of health expenditure decisions facing indi-
viduals. It shifts the focus of health as a form of capital to health as something that 
affects utility. People improve their health, and this underlies the enjoyment of 
the rest of their consumption. Health, in this way, is more than a simple consumer 
good and this requires a special treatment.

Significance
This model deviates from the previous literature in its focus on health’s rela-

tionship with utility. If someone is healthy, this model assumes he or she will enjoy 
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life much more than if he or she were not. Beginning with the idea of health af-
fecting utility, the rest of the model emerges to illustrate the consumption trade-
offs for individuals. Health (or more appropriately, demand for health) will enter 
this model through spending on healthcare, which is simplified into a premium. 
This could be considered, for example, as a premium for health insurance.

Simple Model: Health and Length of Life
The first of the 2 models (summarised in Appendix A) which will be de-

veloped is a simple exposition of this model which is needed to illustrate the 
core ideas, establishing the groundwork needed to understand the more complex 
model. A person chooses their premium and consumption based on their lifetime 
income, which is known. Their expenditure on the premium affects the length of 
their life.

Assumptions
Length of Life

The representative person lives for L years if they remain disease-free.

Illness
This model will use a representative illness, which is contracted by a pro-

portion, r, of people in the society.
0 < r < 1 

The r people who contract the disease lose λ years of life. This means the 
representative person in a world before treatment the following determines life 
length:

Given that the disease will be contracted by a proportion of r people, (1−r) 
people will live the full L years. 
Treatment 

Treatment will be represented by variable T. If the agent becomes ill, they 
receive treatment based on the level of premium they selected. Treatment is a 
function of the premium. T(P) represents the number of periods gained back if a 
person gets sick. T(P) is related positively to P. Formally this is written as

The more money a person spends on their healthcare, (P) the more effec-
tive their healthcare is. This means that those who contract the illness see a re-
duction in the years they lose. The following condition is imposed for simplicity:
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Alternatively, the loss of life from having the disease is higher than any re-
covery by treatment. This assumption means L is the upper limit on life. Someone 
cannot spend money on their Premium and extend their life years beyond L. This 
assumption is not crucial, but it simplifies the calculation and still allows the in-
tuition to be displayed without the complicating cases of people extending their 
lives beyond L. This leaves the following expression for the length of life:

The person will live for L years with probability (1 – r). They contract the 
illness and lose λ years of life with probability r. In the event they do contract the 
illness, they regain T(P) years of life. As an aside, if

T(0) = 0
This means if someone does not spend money on the health, they see no 

increase in their life in the event they become ill. If T(0) was some positive num-
ber, then this could be considered the social minimum healthcare offered through 
government or access to free clinics. This is not the case here, for simplicity, but it 
is not difficult to conceptualise and could have interesting implications for voting 
for socialised medicine and health spending vs consumption. 
Money 

A person has a budget of M. They can spend money on two things; con-
sumption goods or the health. They will spend all their money in their lifetime. In 
this way, the following is true:

C + I = M
Income is simplified in this model and is equal to M. M represents a 

smoothed income in each period and C and P represent smoothed consumption 
and health expenditure in each period, as per the Permanent Income Hypothesis. 

A person’s income expenditure is governed by the Euler Equation where: 

A level of C is not needed in every period because it smoothed. A single 
C, the smoothed value of consumption, is used in the model. This simplifies the 
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effects of transitory income, such as retirement. 
Utility 

Simplifying consumption will lead to utility from consumption being 
Log(C). This means that, before we add in the length of life, Utility will be:

The first order condition means changes in income have a positive effect on 
utility, and the second confirms diminishing marginal utility. Now we multiply 
the log of consumption by the length of life lived. Consumption smoothing will 
be in effect, so the person’s utility will be the consumption each period multi-
plied by the number of periods:

OR

And the agent will maximise this subject to:

Interpretation 
If an agent only consumes and does not pay for health, they will live for 

L – rλ years and the highest consumption, but the lowest possible life length. By 
sacrificing some consumption, they increase their years lived but have little con-
sumption, and little utility, in each period. The following stylised graph illustrates 
this:

In this graph, when P = 0, life is short however each period gives high 
utility. In the case where C = ε, and ε is small and positive, life stretches much 
further with each period granting little utility. The agent seeks to maximise the 
area under this curve, which is found geometrically. The same optimisation senti-
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ment holds true with the following, more complex, model. This example has laid 
down the framework. 

Model 2 
Quality of Life 

Up until now, Quality of Life is assumed constant throughout the agent’s 
life. Therefore, the graphs given previously are angular. Quality of life, and util-
ity, decline over time. People’s quality of life is assumed to depreciate and their 
ability to experience joy depreciates as they age. For example, a young person 
would likely enjoy a cricket game much more than an older person who may 
struggle with deteriorating eyesight. The item they consume is the exact same at 
the same cost, but the younger person’s experience will be better due to their 
higher quality of life.
Representing Quality of Life 

To represent the progression of quality of life graphically, a type of equation 
must be chosen. For this analysis, the cubic equation has been selected as the clos-
est representation of quality of life.

Mechanically, this will follow the following sort of system, using just an 
(x,y) space. 

−x = y3 
Where x and y correspond to their corresponding axis. This will give the 

graph as presented above. Bringing this into the model, we replace x and y with 
what they represent in this model: Time and Quality of Life respectively. 

-t = Quality of Life3

Where the lower-case t represents time in this model. Lower case is used to 
differentiate time and the Treatment from earlier.  

Intuition 
Initially a person will have a relatively steady quality of life, which will de-

cline with age. As they age, they suffer general deterioration. Very often an event 
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will happen which will drastically deteriorate the person’s health. This could be a 
heart attack, a stroke, or car crash. This could even be something less severe, and 
then the downwards kink may be very gentle. 

After the event, either the person will die, or they will continue to live at 
a much lower quality of life level. Their quality of life will then continue to de-
teriorate for the general wear and tear reasons as before. In this world, death is 
assumed to occur when quality of life becomes 0. 
Factoring Quality of Life Into the Equation 

In this case, a person will still seek to maximise their utility through con-
suming and living a long life, but now quality of life is also factored into the utility 
equation. This is done in the same way as length of life. 

• A person who does not contract a disease will live with a Quality of life 
of q. 

q is a function of time, with the condition that:

• Or that quality of life declines over time as a person ages.
• Those who contract the disease will lose a quality of life equal to δ.
The insurance will return a quality of life of w, and this is a function of the 

premium P. As with treatment,

Or that the return to quality of life depends positively on the premium. 
The more the agent pays, the more quality of life will be returned to them.

Quality of life will then be standardised by dividing it by q. This ensures that 
it is between 0 and 1.

By dividing by q, a person with no chance of getting sick will live with a 
quality of life of 1, which represents a full quality of life. Any illness will then alter 
this to be a number between 0 and 1, representing a lower quality of life. Fur-
thermore, this cannot be negative. To make this negative would imply a negative 
quality of life, and the person would die by construction. 

In the event that a person were to live without becoming sick, then r = 0, 
which gives 1. This represents a full quality of life. q itself is a function of time, 
representing the deterioration of health, and therefore enjoyment of life, before 
death. If someone does get sick, his or her quality of life suffers based on δ, or the 
degradation caused by illness. They recover quality of life according to w, which is 
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a function of P.  For simplicity, “security” is not considered in this model. People 
do not feel anxious for not choosing a high P, nor do people with a high P feel 
more secure and thus in better health without the worry. 

Now that we have an expression for the quality of life, we can factor this 
into the model. A reduced quality of life will “dampen” the utility from consump-
tion. It is because of this, it enters the equation as the coefficient of consumption. 
Finally, in this model, we have already established the intercept, which is the point 
of death. Mechanically, this enters on the right-hand side as it has been written 
previously. 

We are left with this following equation:

This follows the pattern of
−x = ay3−c

Which is needed to give the graphic form as depicted above. Breaking up 
the parts of the equation illustrates the role each plays.

Maximising Condition 
Just as in the simpler example given previously, the agent seeks to maximise 

the area under the curve. Whereas the previous example had a simple geometric 
solution of length times height, this solution requires an integral. 
Maximise

Breaking down this integral, the function being maximised is the curve es-
tablished earlier. The maximisation point starts at
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t = 0
and this continues until

This, as has already been established, is the length of the life. t = 0 can be 
considered birth and life runs until death, which was obtained from the previous 
model. 

Constraint 
As before, the agent is limited by money. Their income is assumed to be 

known. The individual chooses levels of P and C. These must be equal to their 
total income. It is assumed that the individual will spend all their income. This 
results in: 

C + P = M 
What we have now is the following:

Through this, it is possible to see the interactions between the variables and 
the channels through which the choice variables and others affect Utility and, 
ultimately, the Consumption decision. 

The best way to understand this model is to break it into its constituent 
parts; namely, the length of life equation, which appears as the intercept and the 
utility, gained from consumption, which is effected by quality of life. 

The term r appears in both parts, and represents the proportion of people 
who contract the illness.

This means that if r increases, more people get the disease. This decreases 
the years someone expects to live given a level of P, which makes sense given that 
they are more likely to become sick. It also increases the benefits of T, as T is now 
more likely to be needed. For the representative agent, there is a greater reward 
to T given that r increases as it will recover more years of life should they become 
sick, which is more likely. 

A very similar result is obtained when calculating using quality of life, which 
shows as r increases, representative quality of life declines but there is a greater 
return to w. This method of breaking apart the model into its constituent parts 
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works well to illustrate the dynamics for any variable.  

Interpretation 
If the person increases spending on P, then Log(C) falls. This will lower 

utility due to the restriction that C + P = M. An increase in P necessitates a fall 
in C. P appears twice in the equation. W and T are functions of P. By increasing 
spending on P, the agent will have a higher quality of life as w(p)’ > 0 and they will 
live longer as T(P)’ > 0. By living longer and experiencing a higher quality of life, 
the person will see an increase in their utility. 

This suggests a balance between consumption and health expenditure is de-
sirable, and there exists a balance, which maximises utility. Diminishing marginal 
utility prevents favouring only one of the two goods to the complete neglect 
of the other, in most cases. Eventually there will come a point where the agent 
would rather extend their life over consuming more, or vice versa. 

Given that, this is a utility equation whereby the objective function is 
U(C,P), the optimality condition will be given by 

U’(C) = U’(P) 
The marginal gain in utility from increasing consumption is equal to the 

marginal gain in utility from increasing health spending. 
Final Extension 

The model still has scope for further development to deal with the limita-
tions, which currently exist within the model. Income itself is related to well -be-
ing. Income is treated as exogenous above, however it could be incorporated into 
the model through developing the budget constraint to be dependent on health. 

Conclusions 
The model presented displays the interaction between the various variables 

in question. It not only illustrates how changes in expenditure affect utility of 
the agent, but also crucially illustrates the exact channels through which these 
changes occur, which is not something which has been illustrated previously. This 
is a necessary paper as it represents another element of health, which has not been 
considered in the literature thus far. The seminal paper in this area considered 
health to be a form of human capital. 

This is a valid view of health; however, it is quite narrow and ignores the 
relationship between utility and being healthy. By viewing health as a good itself, 
the above model challenges the way people perceive health. It is not just capital 
to be maintained, but rather something which fundamentally alters the way we 
experience consumption. 

The limitations of this model, specifically income’s relationship to health, 
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provide scope for further development of this model. If done, this model would 
become a more complete model of healthcare and consumption, taking both the 
income and quality of life effects health has on overall utility. This paper does how-
ever illustrate the relationship between health and utility derived from consump-
tion. Understanding this mechanism is important if we wish to truly understand 
the decisions agents face regarding health spending. I hope that by approaching 
the question in a unique manner, this paper has contributed to our understanding 
of how health-spending decisions are, and should be, made.
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Appendix A 
Model 1: Summary 
The agent lives for L years. The agent contracts a representative disease with 
probability r, which will reduce their life by λ years. 
The agent spends money on health and consumption, P and C, which must equal 
their budget, M.  
Treatment is a function of the health expenditure and can partially offset their loss 
should they become ill. 
 People maximise their length of life times their consumption, or: 

 Subject to:
P + C = M

Appendix B 
Model 2: Summary Length of Life is determined as above, quality of life is 
no longer held constant. Quality of life is determined by q, which is a function of 
time, t, such that:
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A person loses quality of life of δ should they become ill but this if offset by treat-
ment, represented by w(p)

This is divided by q to be between 0 and 1, with 1 (when r=0) representing a full 
quality of life as w(P) < δ.

A cubic function is used to represent the path of a person over the course of their 
life. After filling in the relevant variables, this gives the final integral to be maxi-
mised, subject to the same budget constraint as before:
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Survival of the Fittest? An 
Econometric Analysis in 
to the Effects of Military 

Spending on Olympic 
Success from 1996-2012. 

Mark Frahill

The Olympics are the world’s greatest sporting celebrations, seen as a 
celebration of sporting values and a unified spirit. However, what deter-
mines the winners? In this essay Mark Frahill takes a novel perspective 
and assesses the relationship between a country’s militarisation and its 
medal haul, discussing the possible mechanisms of this relationship and 
carrying out a comprehensive econometric analysis of the relationship. 
He finds that while there is evidence of a relationship it is not conclu-
sive, which shows awareness for the level of estimation and uncertainty 
in econometric analysis, something often overlooked. 

Introduction

What does it take to produce an Olympic champion? A nation naturally 
needs significant economic resources to boost health outcomes and be 

capable of investing in long-term training and infrastructure. The determinants 
of success in the Olympic Games would be expected to be the wealth of a nation 
and its population size. However, the interaction between Olympic success and 
the militarization of nations is important in understanding issues in society and 
global context today.

The regression analysis I will use is dependent on the assumption that 
changes in military spending cause changes in the obtainment of Olympic med-
als. I will hypothesise that military spending will cause higher receipt of medals 
because those countries with higher military spending would see the Olympic 
Games as an opportunity to gain soft power, influence and an opportunity to raise 
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national pride. Militarised countries would have an interest in maximising this 
type of power and would inevitably see the Olympic Games as a way of obtaining 
this power. I propose that it would be difficult for the receipt of Olympic medals 
to increase military spending.

As an example, consider the fact that India, with a population of over 1.2 
billion people has just 28 medals, while the USA (approximately 350 million peo-
ple) has 2520 medals. We can see rich countries such as Monaco and Singapore 
that have gathered few medals and the massively populous India has less than even 
the small island of Ireland, while the United States overwhelmingly dominates. I 
will present this snapshot of the 1996 Summer Olympics in Atlanta in which the 
USA won 101 medals, Ireland won 4, while Cuba won 25 and India picked up a 
solitary medal. Here, again, Ireland won more than India and the US topped the 
board, but Cuba (which spends more than average on military) won 25 medals. 
This paper asks the question of whether countries can expect to win more medals 
by increasing military spending.

Literature Review
The Summer Olympic Games is, globally, the largest sporting event and a 

source of both national pride and lifetime success for its athletes. Bernard and 
Busse (2004) establish the link between economic strength and Olympic success. 
They used pooled data from 1960-1996 and found that population and income 
per capita are needed to generate high medal totals.  Johnson and Ali (2004) 
examined the 1952-2000 Summer and Winter Olympic Games. They concluded 
that socioeconomic factors explain Olympic participation rates particularly well. 
Income is a key driver of success with wealthier more populous countries being 
more capable of sending athletics to compete and therefore succeed.

Of course, no econometric model can capture every political and economic 
factor involved in medal winning. Research from Ho man, Ging and Rama (2002) 
found that many inherent characteristics and cultural factors have an impact on 
the receipt of medals, although to a limit. These factors are very difficult to quan-
tify in practice and this paper has strictly included only quantitative factors in its 
analysis.

Research about Olympic success has largely focused on the characteristic 
determinants of each economy such as GDP per capita and population, without 
considering the distribution of the spending. The research presented in this paper 
provides a fresh perspective on the Olympics, analysing data from recent games 
during 1996-2012, and adds to the literature by considering new variables of 
interest such as military and healthcare spending in terms of current US dollars. 
This paper seeks to prove that if medal distributions act in a way that is consistent 
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with countries that have a high proportion of military and healthcare spending.

Data and Expectations
The data for this paper, broadly speaking, consistent of two dimensions; 

Olympic Medal Counts and Economic Indicators. Five Olympic Games (1996, 
2000, 2004, 2008, and 2012) and 190 countries were analysed.

The 2016 Olympic Games was excluded as 2016 economic data was not 
yet available for countries at the time of this study. Olympic Games prior to 1996 
were not analysed as data was not available comprehensively or readily available 
for countries. In addition, due to the fall of Communism and breakup of com-
munist countries such as the Soviet Union and Yugoslavia in the early 1990s, old-
er currencies would be difficult to compare, and many newly created countries 
would be problematic to analyse.

Additionally, Olympic participants that are territories of countries were not 
included, for instance places such as Guam, Cayman Islands or Macao. Neither 
were countries with unreliable figures such as North Korea or Somalia. Countries 
that had no military or health expenditure were dropped from the dataset as they 
were not of interest to the study.1

The dependent variable of this examination was Olympic performance by 
total medals won per Olympics per participant country. This was taken from an 
aggregate number of bronze, silver and gold medals won by each country that 
year and treating each medal as worth the same. The data for each country was 
readily available online.

The independent variables were a range of economic indicators about each 
country. The data for military expenditure in current US dollars, healthcare ex-
penditure in current US dollars, GDP in current US dollars, GDP per capita in 
current US dollars, population, and country area in total kilometres squared, 
were all readily available online and were taken from the World Bank and CIA 
World Factbook.

Empirical Approach
Using a simple regression model:

medals =β0 + β1armyVOL
 The variable “medals” represents the number of medals a country obtains 

at a given Olympic games, while the dependent variable “ArmyVOL” represents 
the volume of military spending in the country. This equation should estimate the 
gross effect of military spending on medal hauls through the coefficient β1. 

Military spending, however, is not the only factor affecting Olympic medal 
hauls, so it is highly probable that this model would suffer from omitted variable 
bias. Therefore, I will control for the other main likely determinants of Olympic 
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medals won using a multiple regression model:
medals = β0 + β1armyVOL + β2gdp + β3gdpcap + β4size + β5pop 

+ β6healthVOL
This model attempts to describe the net effects of each independent vari-

able on Olympic medal hauls, controlling for the other variables. This model is 
much less likely to suffer from omitted variable bias, as most of the key factors 
influencing medals are controlled for in this way.

Panel data estimation methods were applied to this study’s data. Its ad-
vantage over time series is that it controls for unobservable and time-invariant 
factors. It also overcomes the omitted variable bias that is likely to exist in the 
Olympics, for instance cultural and geographic influences, which Hoffman, Ging 
and Rama (2002) demonstrate have an influence. 

Both fixed effects and random effects were considered. A Hausman Test was 
run to decide between fixed effects and random effects estimation, concluding 
that due to a p-value of 0.0035, fixed effects estimation was appropriate. Using 
FE estimation allows for correlation between the unobserved effects and the in-
dependent variables, as opposed to RE which requires these to be uncorrelated.

To test the quadratic relationship between what might cause an Olympic 
medal to be won and military spending the following initial model is specified:

medalit = β0 + β1armyVOLit + β2armyVOLit
2 + αi+ uit

Then a more comprehensive model is examined to try and incorporate a 
full examination using what has been learned from the background literature, 
such that:
medalsit = β0 + β1armyVOLit+β2armyVOLit

2+β3gdpit+ β4gdpit
2 + β5gdpit+ β6g-

dpit
2 + β7sizeit + β8sizeit

2 + β9popit + β10popit
2 + β11healthVOLit + β12healthVOLit

2 

+ αi + uit

Table 1 provides a breakdown of the summary statistics for the data and the 
number of observations.
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Descriptive Statistics
The variables are as follows:

The expected results are as follows:
armyVOL: Is expected to have a positive effect, as the Olympics are a display of 
national superiority which presumably is more important to countries that spend 
more on their military power.
gdp: The background literature establishes the significance, and it makes eco-
nomic sense that countries with more resources can invest in sports programs and 
infrastructure and increase medals won.
gdpcap: Is expected to have a positive effect as richer countries can afford to 
invest more in individuals training and athletics career opportunities.
pop: Is expected to have a positive effect as countries have a greater talent pool 
from which to draw competitors.
size: Is expected to have a positive effect, as there is more area for infrastructure 
and diversity of sport.
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healthVOL: Is expected to have a positive effect as citizens would presumably be 
healthier and in better physical form to compete in the Olympics

Empirical Results
Results of the simple regression were as follows:

medals = 42.36894 + 2.44062armyVOL

The simple regression indicates that the relationship between a country’s 
military expenditure and their Olympic success is statistically significant. An 
R-squared value of 0.1681 was obtained, implying that armyVOL can explain 
16.81% of the variation in the model within a simple linear regression. According 
to the t-test, armyVOL is significant at the 1% level. This confirms this paper’s 
working assumption that military expenditure influences Olympic success and 
that the relationship is positive. However, as we can see from a plot of the resid-
uals against the fitted values in Figure 1 there is a clustered pattern which should 
not be true for linear data, implying there is violations of the least squares as-
sumptions as the residuals are not homoskedastic. This opens the model up to fur-
ther examination such as quadratic forms and heteroskedasticity analysis through 
robust tests.
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Results of the multiple regression were as follows:

medals = 62.45367 + 1.0719armyVOL − 7.48gdp + 2.709gdpcap + 
0.6439size + 6.612healthVOL

Exploring more independent variables in the multiple regression leads to 
new results as can be seen in Table 5, with an R-squared explaining 38.04% of the 
variation in medal-winning. Four variables (gdp, gdpcap, pop, healthVOL) were 
significant at the 1% level and two at the 5% level (size, armyVOL). The relation-
ship between armyVOL and medals is still positive. All the other relationships are 
positive as expected, except for gdp which has a large negative coefficient which 
is strange as the background literature demonstrated a positive effect. Looking 
at a plot of the fitted values against the residuals we can see a clustered pattern, 
concluding the linear assumptions needed for OLS are not present which may 
explain this negative coefficient.
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The results from the FE estimation are shown in Table 6. An R-squared of 
0.2469 was obtained. 24.69% of the variation in medal winning is explained by 
the volume of military spending by a country. The armyVOL and armyVOL2 are 
seen to be statistically significant at the 10% and 1% levels. The t-values are all 
significant. The Prob > F is 0.0057 which implies the model is alright and all the 
coefficients are statistically significant from zero. The coefficients of the indepen-
dent variables are listed as -5.858 and 0.1604 such that:

medals=5.858+0.5208armyVOL

The (maximum) turning point for this value should be ar-
myVOL=5.858/0.3208= 18.2606, which is equivalent to $86,318,076.43.2 
This seems to confirm the working assumption that medal-winning can be 
function of only countries with high military spending, though naturally much 
more investigation is required. However, the rho value is 0.92944 implying that 
93.94% of the variance is due to differences across panels. As we can see from 
Table 6, after running the robust fixed estimation each variable is no longer sta-
tistically significant.

Extending our panel data analysis to our full range of chosen variables we 
get a full picture of the effects. The R-squared is 0.2842, implying the explanatory 
variables explain 28.42% of the variation. The Fixed Effects estimation showed 
only four variables to be statistically significant armyVOL, armyVOL2, healthVOL 
and healthVOL2, while using robust measures resulted in no statistically signifi-
cant variables. This is different from what we expected. The Prob > F is 0.0135 
which implies the model is not alright and all the coefficients are not statistically 
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significant from zero. The coefficients of the independent variables armyVOL and 
armyVOL2 are listed as -7.85391 and 0.2255 such that:

medals=7.85391+0.451armyVOL

The (maximum) turning point for this value should be ar-
myVOL=7.85391/0.451= 17.41, which is equivalent to $36,558,877. This 
seems to confirm our working assumption that medal winning can be function of 
only countries with high military spending, though naturally much more investi-
gation is required. However, the rho value is 0.9147 implying that 91.47% of the 
variance is due to differences across panels.

The variable size indicating a countries area in km2 in naturally unchanged 
from year to year and so was run in a separate random effects regression to avoid 
collinearity within the fixed effects estimation results. The results were as expect-
ed. An R-squared of 0.2398 was obtained, therefore 23.98% of the variation in 
medal winning is explained by the landmass of a country. The size and size2 are 
seen to be statistically significant at the 0.01% level, with a negative coefficient 
for the linear size -14.043 and a positive for the quadratic size2 0.7191 (see Table 
10).

An important point to consider is that after running the Woolridge test for 
autocorrelation in the panel data, it was concluded that there is first order auto-
correlation within the panel data models.

Table 10:
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Possible Extensions
As the model presented does not account for all variables that create Olym-

pic success there is much scope for extension. The dataset I used, though large at 
716 observations, was limited to the games between 1996-2012. Data for 2016 
was not yet available however should be to certain organisations, and to the fu-
ture public. Perhaps extensions could include an entire analysis of every Olympic 
Games to get a complete picture.

There are also several outlier countries that may be influencing the data 
significantly such as United States, China, Great Britain, Russia, France, Ger-
many and Australia and it might be useful to examine the data excluding these 
countries. Doing this however removes a significant proportion of medals won 
each year.

Conclusion
There may be a link between how much spending in terms of total volume 

in current US dollars on healthcare or military spending and Olympic success. 
However, depending on which statistical testing methods are used it is difficult 
to say for certain what is significant. A simple regression showed a positive link 
between military spending and medals won, and this relationship continued in the 
multiple regression. Using a panel data analysis with fixed effects regression also 
showed evidence of this relationship, though under robust conditions the cho-
sen metrics for military spending were not statistically significant. This perhaps 
highlights the need for rigour in econometric analysis and conveys the need for 
caution when interpretation results. 

Though the effect on medals was significant for both simple and multiple 
regression, it lost its significance in the more advanced panel data model. This is 
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a useful example of the need for correct model specification and an appreciation 
for the level of estimation involved in econometric results. Unfortunately, the 
specific effect of military spending on Olympic medal hauls remains somewhat 
unknown.
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