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KEYNES RE-INTERPRETED — AN ECONOMETRIC
INVESTIGATION OF KEYNES' CONSUMPTION FUNCTION
THEORY IN POST-WAR AMERICA

MICHAEL CURRAN
Junior Sophister

Using econometrics, this essay examines John MdyiKaynes’
consumption function hypothesis and its applicgbiid the US
economy over the last half-century. Employing ineoand
interest rates as explanatory variables, Michael@n seeks to
examine their effects on consumption expenditureountering
non-stationarity, autocorrelation and non-normaligfong the
way.

Introduction

“The fundamental psychological law ... is that mea disposed ... to
increase their consumption as their income increabat not by as
much as the increase in their inconte.”

Although recent emphasis has focused on the madrgngpensity to
consume (MPC) of permanent income and of wealtl, Modigliani and
Brumberg (1955), Friedman (1957), Kimball (1990ar@Il (2000, 2001a,
2001b), in this paper | will investigate Keynes nsamption function
hypothesis. | will examine the effects of real im@ per person employed,
and nominal interest rates on real consumption rdipge per person
employed concentrating on consumers in the USA @éetvwthe first quarter
of 1949 and the third quarter of 2006.

! Keynes 1936, p.96
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Figure 1. PCE against PDI
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Figure 1 illustrates a rising trend and close refehip between the two
variables, personal consumption expenditure (P@H)personal disposable
income (PDI). It is harder to identify any cleafdat®nship in Figure 2
between PCE and bank prime loan rate (PRIME). Asstmaf the
observations foguarterly changesn PDI andquarterly changesn PRIME
are scattered around the origin (Figure 3), it appethat there is no
multicollinearity between these two explanatoryiables.

Figure 2. PCE against PRIME
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Figure 3. Changes in PDI against Changes in PRIME
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Keynes’ General Theory

Keynes approximated the discount rate using therést rate, which he
hypothesised led to short period changes, onlgefd were unusually large
variations in this rate; else it was part of a safm determinant of
consumption,viz. windfall changes of capital values: ‘consumptioh o
wealth owning classes may be extremely susceptiblenforeseen changes
in the money-value of its wealth’ (Keynes, 193632He concluded that
real income is ‘the principal variable upon whichet consumption-
constituent of the aggregate demand function weiiehd’ (ibid.:96).

| could have chosen the real rate of interest eamkformed my second
explanatory from PRIME (nominal) to the real value:

1+PRIME -1
1+ (Pt+1 — Pt)/Pt

However, thenominalinterest rate is more appropriate to my invesigat

Keynes refers to the nominal interest rate, whidhhave greater impact on
my variables.
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Econometric Models & Estimation

The following graphs illustrate that the time sen@riables — PCE, PDI and
PRIME are non-stationafyin Figures 4 and 5, the means of PCE and PDI,
respectively rise over time. First differencing gwoes stationary time
series’, removing stochastic trends. Figure 6 shtws the variability of

PRIME changed over time. Again first differencimgliices stationarity.

Figure 4. PCE over Time

35000
30000
24000
/ Persing
20000 Consumption
Exn enditure
14000
mmt—
104000 10540 197901 199400 200833

19663 191163 198603 0163

2 Although not presented (due to space constraintiyidual unit root tests for PCE, PDI and
PRIME confirm this; an augmented Engle-Granger {)@®-integration test inferred residuals
are nonstationary — nonstationary variables ariduaks imply that levels regression is spurious.
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Figure 5. PDI over Time

350005
300004
250004
_ [ Fersoral
20000 Disposahle Income
150007

10 — | |
[%19@1 19841 197901 199401 PILIR
19508 19718 18R Ams

Figure 6. PRIME over Time

257
20

J BankPrime Loan
Rate

0 . : : :
1944c1 196460 1979eN 198401
1 ARG 3 197103 198633 0003

700603

A lower Durbin Watson (DW) statistic (.24511) th&i (.98818) would
suggest that the estimation method of OLS providparious’ results
(Granger and Newbold, 1974) — we should not take risults of the
regression too seriously. The DW statistic produgeder first differencing
is 2.3422, which is greater th&= .30257; we fail to reject the hypothesis
of non-spurious regression.

% Even when sample size is large, spurious coroglatan persist in nonstationary time series
(Yule, 1926).
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The above discussion advocates a revised mqdalterly changes
in (real) PCE (per person employed) depends linearl quarterly changes
in (real) PDI (per person employed) and quarterlganges in nominal
interest ratesHence, | shall estimate the following equation

APCE; = Bo + B, APDI, + B, APRIME , + u°

where
APCE = quarterly change in real personal consumptio
expenditure per person employed.
APDI = quarterly change in real personal disposable
income per person employed.
APRIME = quarterly change in bank prime loan rate.
u = residual.

PCE and PDI are level variables and PRIME is a namipercentage
variable. | chosereal PCE per person employedo be a proxy of
consumption expenditure, as PCE is an aggregateefifpat could rise due
to an increase in employment levels and/or withatidn. The reasoning
behind my selection of real PDI per person emplogeda proxy for real
income was similar to that for real PCE per personployed; ‘other
objective attendant circumstances’ determining woomion include
changes in fiscal policy, which affect disposalrleoime, so | chose income
net of taxes (Keynes, 1936:91). As a proxy forititerest rate, | chose the
Bank Prime Loan Rate, which is a short term refeevase rate that US
domestic commercial banks use to set the intestes ron many of their
commercial bank loans and loans to consumers. &rdiposit rates, it is
usually uniform across all banks and is similaatoupper-bound on interest
rates. Figure 10shows that the prime rate very closely follows theeral
funds rate — the interest rate that banks charge eher on overnight loans.

4 Retrospection on introducing a trend term revealsiilar adaptation by Smithies (1945).
® Bo= Constant
® See http://www.frbsf.org/education/activities/dyet2005/0506.html
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Figure 7. Bank Prime Loan Rate and Federal Funds Ra
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Adapted from the Federal Reserve Bank of San Fseaci

My model is linear in form (in the parameters amdiables). | postulate an
increase in PCE, whenPDI andAPRIME are simultaneously zero and a
‘positive and less than unity1 (partial regression coefficiehof APDI) — a
slight variation to Keynes’ model (Keynes, 1936:9H)e partial coefficient
of APRIME measures the change in the mean valuAREE, per unit
change in APRIME holding APDI constant; | anticipate an invefSe
relationship betweeAPRIME andAPCE.

Data

231° quarterly observations were taken for PCE and R®&n the first

quarter of 1949 to the third quarter of 2006. Tteadfor PRIME was
transformed from a frequency of monthly to thatjoarterly. | adjusted PCE
and PDI from nominal, aggregate level variablebiilions of US dollars to

" My substitute for Keynes’ MPC measures the changlee mean value &fPCE, per unit
change im\PDI, holding the value ofPRIME constant. Ceteris paribus, | envision thatilsir

to the MPC (although in terms of changes), vanmetimAPDI will lead to less than
proportional variations inPCE, albeit in the same direction.

8 Fixing APDI, an increase in growth of PRIME slows downghawth of PCE, or if PCE is
constant, it should start to fall.

9 230 observations are used for first differencarestion: sample size minus first observation.
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real’®, per person employétivariables in US dollars. All data has been
taken from the website of the St. Louis FederaleResBank.

Table 1. Summary Statistics for Level Variables foiSample Period

Variable PCE (US$) PDI (US$) PRIME (%)
Maximum 31,895.80 33,483.40 20.3233
Minimum 12,654.10 13,619.20 2
Mean 22,166.20 24,551.40 7.1076
Std. Deviation 4,904.80 5,101.00 3.4355
Avg. Growth? 0.004079 0.003881 0.015892

Table 1 shows summary statistics for the thteeel variables. The
maximum value of PRIME was in the third quarterl®81 — the chairman
of the Federal Reserve at this time was Paul Volcke ‘inflation hawk’
(Bernanke, 2004).

Results

Table 2. Regression Results

Regressor Coefficient | Standard ErronT-Ratio| [Prob]
CONSTANT 52.9116 11.7046 4.5206 [.000]
APDI 0.38058 0.043485 8.7521 [.000]
APRIME -34.5743 10.8581 3.1842[.002]
Table 3. Relevant Statistics

Statistic Value

R-Squared 0.30257

R-Bar-Squared 0.29643

F-Statistic F(2,227): 49.2406 [.000

DW-statistic 2.3422

% pividing nominal variables by the Consumer Prioeelx (CPI) divided by 100 (since the base
period CPI had a value of 100). The base perioéxneas 1982-84. | averaged CPI data for
each quarter.

* Actually, per civilian employed — a proxy for tbeanployment. | assumed (hoped for) inter-
temporally an approximately constant ratio of d¢anlto military employment, of purchasing
power of civilian employees to military employeesiaf consumer expenditure of civilian
employees to military employees in order to justify choice of surrogate for employment. |
averaged this data for each quarter.

12 Averagequarterly growth expressed in percentages.
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Multiple Coefficient of Determination (R?)

The R? value of .30257 is statistically significantly féifent from zero since
the F statistic (49.2406 for 2 numerator and 227 denatoindegrees of
freedom) has a-value of less than .001: the true population patans are
not identically zero. Thi&? value means that over 30% of the variation in
APCE is explained bxPDI andAPRIME. The fitted line and the actual line
in Figure 8 depart from each other to some exteut,there is sufficient
visual evidence of closeness of fit.

Figure 8. Plot of Actual and Fitted Values of Regrssion
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T-tests

All partial regression coefficientgp, f1 andp2 are statistically significantly
different from zero as the accompanymgalues to their estimatdevalues
are sufficiently small. Their signs are in accom@nwith prior
considerations. When PDI and PRIME are constantawerage, PCE is
increasing quarterly by just over US$52.91. FixitRRIME, a 10% increase
in APDI will lead to a $3.8 rise inPCE. HoldingAPDI constant, raising
APRIME by 1% will lead to a decline WPCE of almost $34.6.

Table 3: Diagnostics Results

Diagnostic Tests CHSQ T-Statistic P-Value
Serial Correlation 4 11.9365 [.018]
Functional Form 1 0.55487 [.456]
Jarque-Bera Test 2 47.6336 [.000]
Heteroscedasticity 1 0.028538 [.866]
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A histogram of residuals (Figure 9) shows that tksiduals from the
regression may not be symmetrically distributede Trarque-BeraJB)
statistic is about 47.6336 withpavalue of less than 0.1%. The sample size
should be large enough for us to be reasonablyidemif that we are not
making a Type | error — we reject the hypothesa thsiduals are normally
distributed.

Figure 9. Histogram of Residuals
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The value of 0.55487 with@mvalue of .456 from the Ramsey RESET test of
functional form results in a failure to reject thell hypothesis that the
model is correctly specified. This test is validhteecause of the relatively
large sample size.

For a 1% significance level, 230 observations am éxplanatory
variables, du = 1.693 andd = 1.653. A Durbin-Watson statistic for
autocorrelation between residuals of 2.3422 displyidence of negative
autocorrelatiof?. Unlike theDW test, the Breusch-Godfrey serial correlation
test relies on large sample sizes. Phealue accompanying thHeG statistic
is about 0.018 — we conclude that serial correfatgresent in our model.

The Koenker-Bassett test for heteroscedasticityalgl even if the
residual term in the model is not normally disttdm; Microfit produces
0.028538 with g-value of .866 — we fail to reject the null hypatlethat
the residuals exhibit the same conditional variandéne graph (Figure 10)
of residuals on the fitted values P CE confirms the roughly equal spread.

13 Since the regressors are stochastic, the DW estdiill be valid in neither small samples,
nor in large samples (Davidson, 2000).
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Figure 10. Estimates for Changes in PCE and Residlsa

Confidence Interval for g,

A confidence interval fof; will take the form:

1+ (twa"")(SEBY)

For a 95% confidence levet, = 0.05,t-tables showgty,22’ = 1.96; thus we
get:
:38058,+(1.96)(0.043485)

This yields a confidence interval of;
[0.2953494, 0.4658106]

Therefore if this test was carried out an infinitember of times, the true
value off1 would lie between 0.2953494 and 0.4658106 niniety{bercent
of the time.

Forecast

Forecasting tests the model’'s accuracy. Runningdfeession, without the
last 43 quarters (i.e. from the first quarter of9%o the last quarter of 1995)
resulted in a graph (Figure 11) of the obser’®CE and the forecasted
values. The forecast seems to follow the genemdirand the Chow
predictive failureF-test returns a value of 0.92562 witip-&alue of 0.606 —
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we fail to reject the null hypothesis of accuraieetasting properties of the
model.

Figure 11. Plot of Actual and Forecasted Values
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Conclusion

The problem of non-stationarity means that firdfedéncing is necessary.
On inspection of the correlogram for PRIME we deguts off at lag j = 52,
so further research may propose using a MA(52) mndde correlograms
for PCE and PDI do not cut off, so one could look the Partial

Autocorrelation Function of each variable to deteenwhether we should
assume an AR or an ARMA model.

Data on total employment may be explored. As meetibin footnote
11, | have looked at civilian employment in thisvéstigation, i.e., per
civilian (not per person) employed.

The presence of autocorrelation suggests the use fedasible Least
Squares estimation such as the Cochrane-Orcuttocheffhe adoption of
this process (also the addition of a trend varjahlelivers improved
results’*

Non-normality is a worrying consequence as Fhand thet tests both
assume normal distribution of variables. Howevee, inodel appeals due to
an equal spread of errors (homoscedasticity), cbftenctional form, and
good forecasting ability, in addition to meetingiopr considerations
discussed earlier. On the assumption that Keynesldvagree to my
reinterpretation, he would be proud of the results!

14 Space considerations do not permit the inclusighede findings
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Data Sources

Federal Reserve Bank of St. Louis:

PCE: http://research.stlouisfed.org/fred2/serie§i@@ownloaddata?&cid=110
PDI: http://research.stlouisfed.org/fred2/seried/B&wnloaddata?&cid=110

CPI: http://research.stlouisfed.org/fred2/serie$ATCRCSL/downloaddata?&cid=9
PRIME: http://research.stlouisfed.org/fred2/seMBBRIME/downloaddata?&cid=117
Figure 7: http://www.frbsf.org/education/activitideecon/2005/0506.html

Emp.: https://alfred.stlouisfed.org/fred2/seriesl6BV/downloaddata?&cid=10
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AN INVESTIGATION INTO THE CONSTITUENTS OF IRISH
INVESTORS’ EQUITY DEMAND FUNCTIONS

CoLM FRIEL
Senior Sophister

While the determinants of demand for a stock armpiex,

financial economics seeks to find the elementseafashd that
are common to all economic agents. Colm Friel's Igsia

strives to improve our understanding of investaatéons to the
stock market and consequently the movement of ptards. He

uses interest rates, oil prices, the dollar-eurgleange rate, the
pound-euro exchange rate and daily volatility in effort to

explain some of the movements in Irish stock prices

Introduction
What moves stock price’s?

The ostensibly enigmatic nature of stock price mosets has been the
subject of a multitude of studies by renowned faheconomists for the
last few decades. Stock prices are the result@faset demands of a vast
number of economic agents interacting across tirheir demand functions
are complex and often contain as-yet-unquantifidddeors. However, in as
much as every agent’s demand function is differéntseems plausible
several elements exist that are common to a mgjdfihancial economists
aim to answer the above question by finding thdesenents. This paper
takes a highly quantitative approach to ascertancontribution of several
recently formed daily series to the movement otlstprices in Ireland.
Rather than trying to predict stock prices, theeotiye is to increase
understanding of the nature and reactions of tlgremgte investor, and,
hence, contribute to the debate about why stoadepnnove as they do.

The General Linear Regression Model

The linear regression model in matrix-vector foegiven by

! The title of a paper by Cutler, Poterba and Sumri€88)
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y=Xp+u
Vol (% Xo Xo Xu Xeof B U, |
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= B.|+
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The parameter vectop, describes the nature of the relationship betwéen
andy. It will be estimated using Ordinary Least Squdheseafter OLS).

The Data

The column vectoy comprises the daily price change of the ISEQ diera
index since the introduction of the euro. The chaif this starting point is
not arbitrary since three out of the four explanateariables did not exist
before this date. Figure 1 shows the daily price r@turn on the ISEQ.

Figure 1. ISEQ Overall Index Daily Price and ChangeThereof
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The X matrix contains the independent variables related each
contemporaneous observation of daily return onl8#Q. The constant is

2 Axes in Figures 1 to 5 measure levels of the osigseries on the left and first differences of
the series on the right
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suppressed for theoretical reasons. Howeverweéite included a column of
1s would appear in the matrix.

X1, is the daily change in the Euro Interbank OfferBdte
(EURIBOR). This is the eurozone’s equivalent tot&r’s LIBOR® and
represents an interest rate which moves freelyfagliently to equate the
supply and demand of liquidity. The daily changether than the original
series, is used for reasons that will be reveatdovi If this essentially risk-
free rate increases, one would expect stock magtetns to increase to
maintain a constant risk premium. Figure 2 showesdaily interest rate and
the daily change related to the EURIBOR.

Figure 2. EURIBOR Daily Price and Change Thereof
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X13 is the daily change of the Pound-Euro sterlinghexge ratexy, is the
daily change of the Dollar-Euro exchange rateithex variable increases it
makes Irish exports more expensive in two significaarkets for export-
oriented companies and shoultkteris paribus reduce the value of the
stocks of these companies, hence of the marketvd®ke. Figures 3 and 4
present the daily change in price of one Euroiimseof Pounds Sterling and
US Dollars respectively.

3 London Inter-bank Offered Rate
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Figure 5. Price of Crude Oil and Daily Change Theref
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X16iS a vector of estimated conditional standard d®na of returns. This

variable captures the risk associated with stotkme. For a higher level of
risk an investor will require a higher level of uet so one expects a
significant relationship between the two variabl&gure 6 shows the

conditional standard deviation and the daily patéhe ISEQ index.

Figure 6. Price and Daily Conditional S.D. of Retuns on ISEQ
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The following section outlines the procedure focuakating this variable.
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Estimation of Conditional Standard Deviation

Engle (1982) proposed ARCHs a solution to the problem of non-constant
variance in time series. It models conditional &acie as a function of past
errors. Bollerslev (1986) extended the model tduithe past conditional
variances. GARCPI(p,q) is given by the equation below; if the Isstm is
omitted it gives ARCH(p).

p q
O-tzzw +Z;aj€t2—j +2;18j0-tz—i
J= J=

Through the process of Maximum Likelihdoghereafter ML) this formula
can be used to give variance estimates for eadhprniodt, conditional on
p past errors andy past variances. Specifically, the Berndt-Hall-Hall
Hausman (1974) recursive algorithm estimates paesiehat maximise the
log-likelihood of the function. First, the order§ p andq are determined.
Then, the parametets o andp, are estimated.

Three specifications of the GARCH model were tesfEable 1

shows the results of running the ML procedure aheme.

Table 1. Results of three specifications of GARCH odel

GARCH(1,1) GARCH(1,2) GARCH(2,1)

w 3.67x10° 3.02x10° 3.95x10°
S.E. 4.82x10 7.37x10 5.08x10’
P-value 0 0 0
a, 0.0959333 0.0787445 0.0745398
S.E. 0.010181 0.0171913 0.0172947
P-value 0 0 0
a, - - 0.028673
S.E. - - 0.0203786
P-value - - 0.159

L 0.8705045 1.103471 0.8608325
S.E. 0.0121088 0.1939901 0.0135046
P-value 0 0 0

: - -0.2096994 -

4 Autoregressive Conditional Heteroscedasticity
® Generalised Autoregressive Conditional Heterosstéxiey
®ML is preferred to OLS on efficiency grounds sitise errors are not independently

distributed
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S.E. - 0.1727931 -
P-value - 0.225 -

The p-values on the second lags of both the ARCH &ARCH
components are not significant at the 5 per cemelleThus, the
GARCH(1,1) model is chosen as the best specificatioth which to
estimate conditional standard deviation.

Testing for Unit Roots

With the exception of the conditional standard d@en of returns, each

variable is the first difference of its underlyiagries. The reason for this lies
with the fact that the original variables are ntatisnary and the risk of

spurious regression would be high if they wererénsformed. Table 2

shows the computed Dickey-Fuller test statistiastii@ original series and

the first difference of the series. If the computedue exceeds the critical
value in absolute terms the hypothesis of a undt rand hence non-

stationarity can be rejected. The critical value?2i8634.

Table 2. Computed Dickey-Fuller Statistics

\ariable Level First Difference
ISEQ 1.1509 -43.39
EURIBOR -0.52126 -44.3539
Brent -1.3996 -48.074
Pound-Euro -2.2663 -44.4737
Dollar-Euro -0.60439 -45.4719
Con S.D. -6.608 n/a

Thus, the use of first differences is justified. niiust be noted that all
variables, with the exception of the conditionahrgtard deviation, are
integrated of order one and hence it is possiblgt # cointegrating
relationship exists. This is a matter for ensuimgestigative study.

Regression Results

" Used to measure the daily change in the pricél ai®described by the price of Brent crude
oil; oil sourced from the North Sea.
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The regression was run as set out above. Tablesl 3l delow summarise
the main results. This section will present andrimtet these results.

The estimated contents of tBevector are given below.

,3 . 21311

B, 343

B.|=|-587.03

ﬁ4 -1038.8

:85 165 49
Table 3. Regression Results
Regressor Coefficient Standard Error
FDEURIBOR 213.1131 38.1634
FDBRENT 3.4346 1.4522
FDUKEUR -587.0341 501.3067
FDUSEUR -1038.8 218.9947
CONSD 165.499 115.3733
Table 4. Relevant Statistics
Statistic Valug
R-Squared 0.039868
R-Bar-Squared 0.038029
F-Stat 21.6752
DW-statistic 1.8824
AIC® -11321.%

The results indicate the following:

- Increasing interest rates by 1 percentage pointoailse the price
of the ISEQ index to rise by 213. This value isnffigant at both
the 5% and 1% level. Intuitively, this seems plblessince a rise in
the EURIBOR is akin to a rise in the risk-free ratel, according to
asset pricing models, this should raise the returrrisky assets
such as stocks.

8 Use Where FD implies the variables have beendiffrenced.
9 Akiake Information Criterion
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A one euro increase in the price of oil causegtiee of the ISEQ
to rise by 3.4. This value is significant at the EXel. Thus, the net
effect of the conflicting theories outlined aboseaipositive one.

The exchange rate coefficients are less straightaia to interpret.
If either exchange rate increases it is analogouss terms-of-trade
deterioration for Ireland relative to the Unitedngdom or United
States. The coefficient quoted for FDUKEUR, in @cstsense,
means that if the exchange rate increases by 1thaifrice of the
ISEQ declines by 587 units. This interpretatiordigjointed from

any realistic situation. A more plausible interpt&in is the
following: If the exchange rate increases by .0ie avould expect
the ISEQ index to decline by 5.87 units. In the ecad the

FDUSEUR, an increase in the exchange rate of .0llreduce the
ISEQ index by 10.38 units. However, the coefficientFDUKEUR

is not significant at the 5% level. FDUSEUR, on ttker hand, is
significant at both the 5% and 1% levels.

A one unit increase in the conditional standardiaten of returns
should increase the price of the ISEQ by 165. Thiding is
consistent with the hypothesis that increased msjuires higher
return. However, the coefficient is not significattthe 5% level so
any inference based on this may be erroneous.

Table 3 above presents some relevant summarytgmtiIhe R-squared
value suggests that 96% of the movement in theemidhe ISEQ has gone
unexplained. This is not a cause for concern. la ittroduction, the

multitude of factors that enter investors’ demamadctions was alluded to; if
a high R-squared value was obtained, the findinglavbe inconsistent with

previous studies and perhaps point to a spuriogression (or, maybe, very
narrow and simple minded investors).

Figure 7 graphs actual and fitted values of FDISERe relatively

small size of the fitted values when compared witlalised values is
testament to the low R-squared obtained in theessipn.
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Figure 7. Plot of Fitted and Actual Values
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The F-statistic, with a P-value of 0.000, rejedts hypothesis that thg
vector is zero.

Misspecification Testing

Parameter instability can be detected by plottihg tesiduals from the
regression equation against time. The cumulativen CUSUM) and
cumulative sum of squares (CUSUMSQ) are plottedigares 8 and 9
respectively. Under the null hypothesis of paramstability, the statistics
follow a beta distribution which gives rise to theundary lines used in the
graphs. If the plots of residuals fail to crosssthéines, one does not reject
the hypothesis of parameter stability. The diagrauggest that no structural
breaks have occurred and that the parameters inr@beession have
remained stable over time. Brown et al. (1975:18&)n that this procedure
is not strictly a formal test of significance bather it acts as a “yardstick”.
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Figure 8: Plot of Cumulative Sum of Recursive Resighls
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Figure 9: Plot of Cumulative Sum of Squares of Reasive Residuals
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The Durbin-Watson (1951) test is principally a tést a serially or auto
correlated error term but has applicability to otaeeas of misspecification
such as incorrect functional form. The D-W testuiegp that an intercept be
included in the model since the standard criticalugs are not strictly
applicable otherwise. The D-W statistic in the esgion with a constant,
differed from the one reported above by .0035 (988.8824). The critical
d-statistics provide upperydand lower, d, bounds of 1.93049 and 1.92246,
respectively’. The computed value lies marginally below thedowound

¥These figures correspond to a sample size of 2@@rthan 2094 but would differ only in
the 4th decimal place. In large samples, the DWstitaconverges to the normal distribution.
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thus we reject the null hypothesis of no positiuetoaorrelation. The
correlation coefficientp, is estimated to be approximately .06. The D-W tes
is strictly only valid under normality, which is iéently absent in this
model.

A further test for autocorrelation of the errorner gives a chi-
squared statistic of 6.99 with a corresponding lpevaof .008. Thus, one
rejects the null hypothesis of no serial correlati@oupled with the D-W
results, there is evidence of autocorrelation enrttodel. The implications of
this are that the estimat@dvector may be inefficient and its t-statistics may
not be valid. Further discussion of this is issliétake place below.

Figure 10 compares a histogram of the regressisiduals with a
normal density function. At a glance, the residw@wpear to be non-normal.
The Jarque-Bera test is a more formal procedurée&iing the normality of
errors. The computed value is 1812.7 with a cooedmg p-value of
approximately zero. Thus, one fails to accept thdl hypothesis of
normality and the intuition from the graph is confed. Non-normality
implies that t-tests and f-tests may be misleaditmwever, given the large
sample size under consideration these statisticy hmve asymptotic
validity.

Figure 10: Histogram of Residuals
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Ramsey’'s (1969) RESET test for incorrect functiof@m computes a
statistic of 1.5436 with a p-value of .214. Thueedails to reject the null
hypothesis of correct functional form. The lineatationship imposed, it
seems, is valid. Furthermore, the test for hetedssticity gives a statistic
of 2.003 and a p-value of .157. Thus, one failseject the null hypothesis of
homoscedasticity at the 5 percent significancelleve
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Cochrane and Orcutt Test Accounting for Autocorrelged Errors

Given the above finding of autocorrelation in thieoeterms, a generalised
least squares approach is taken. The results ®frélgiression are given in
Table 4 below. The coefficients are not signifitamifferent from those in

the standard regression which is corroboratiorhefrarginal rejection of
non autocorrelated errors in the D-W test above. Mibdel is specified with
one autoregressive lag component since highemags not significant.

Table 5. Regression Results Accounting for Autocoelated Errors

Regressor Coefficient | Standard Errorf T-Ratio P-Value
FDEURIBOR 206.3051 38.0879 5.4166 0
FDBRENT 3.6075 1.4429 2.5002 0.012
FDUKEUR -547.8212 501.0964 -1.0937 0.274
FDUSEUR -1091.5 218.6797 -4.9912 0
CONSD 167.4418 122.3388 1.3687 0.171

These coefficients may be more reliable than thegmrted above. This
procedure estimates the autocorrelation parametbe t058, which is very
close to the estimate derived from the D-W statisibove of .06.
Furthermore, the R-squared statistic is margintaidyer at 4.3 per cent.

Wald Test of Linear Restrictions

The Wald test for linear restrictions on variabiescarried out. The null

hypothesis that the coefficient on FDUSEUR is edwoal6 times that of

FDUSEUR is tested. The restriction represents trexage exchange rate
between the US Dollar and UK Pound over the sappi®od. The Wald test
returns a statistic of .0038680 with a p-value 850. Thus, the null

hypothesis is not rejected. This is merely an adtng aside but gives an
added degree of intuitive credibility to the magstt

Conclusion
This investigation succeeded in explaining somehef movements of the
ISEQ index using a general linear model. Each t#ridnad theoretical

justification but two were found not to be statatly significant. Interest
rates and oil prices have a positive effect on IBEQ index while the
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Dollar-Euro exchange rate has a negative effect dffect of Pound-Euro
exchange rate and daily volatility are insignifitgmegative and positive
respectively. The results of the regression inditat marginally
autocorrelated errors and severe non-normality. Caehrane-Orcutt GLS
regression was applied to account for the autoladive while the large
sample size provides asymptotic validity to theulss Nevertheless, exactly
what causes the entirety of movements in stockepriemains, as ever, an
inscrutable phenomenon.
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THE SCIENTIFIC STATUS OF ECONOMICS AND
ECONOMETRIC METHODOLOGY

IAIN G.NASH
Junior Sophister

Can economics be classified as a science? While yman
economists consider their approach to be scieniifinature, in
this paper lain Nash disagrees. He explores thislueing
question by defining the nature of science andtioperties that
allow a subject to be labelled as such. He condutthat while
particular events may be forecast using econonwtrihis is
limited by the application of certain assumptionsl aherefore
scientific status cannot be justified.

I ntroduction

The scientific status of economics is a questicat thas provoked much
controversy since the inception of the subject. El\mv, before the status of
economics can be discussed, one must first defseeerice’, or, more
precisely, what values and criterion a subject npastsess in order to be
‘scientific’.

Science and scientific knowledge is often portrayed classical
view in which it is totally demarcated from that s it studies. In reality
this is not the case, as is shown by the conséaiutions which frequently
occur, debunking theories and thus causing a reipatiee subject and its
disciplines. Ritchie (1923) comments on how theyamnstant in science is
the scientific method itself and while scientificebries are in a constant
state of flux, the process used to create theswi#lsehas remained static.
Thus, if economics and econometrics are to beifilegss scientific, then
surely they must use and apply the scientific netimotheir applications,
regardless of any other difference in methodolagynfthe natural sciences.

Another criterion for a subject to be scientifidassifiabilty. Popper
(1959:41) states that “it must be possible for mxpieical scientific system
to be refuted by experience” meaning that a theaugt be capable of being
disproved through empirical tests in order for them to bensidered
scientific. Logically then, theories must alsoeb@minablén order for them
to be proven scientific, otherwise they fall inke trealm of idle speculation.
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The Scientific Status of Economics

This leads us to the question of whether econoraicd econometric
methodology should be considered a science. Ecasomiaken
independently of econometrics (i.e. classical eaotns), cannot be
considered a science in any real sense of the wWafldle it may offer
interesting and intriguing theories about the reatof the man and the
process of exchange, and although these are soewetorrect, classical
economic theory fails the scientific method almarstirely; it is not based on
empirical data, the hypotheses are not tested arekperiments are carried
out. From this, it can be seen that there is lititeraction between data and
theory as there is no data available to interath wie theory, nor are the
limits to economics domain such as thleteris paribusassumption
discussed.

Elementary Scientific M ethod

* Hypothesis Formulation

e Hypothesis Testing

e Deductive and Inductive Logic

e Controlled Experiments

* Repeatability and Replication

* Interaction between Data and
theory

e Limits to Science’s Domain

Source: Gauch, 2003

An example of this failure is the theory of ‘Pardfiiciency’ as discussed
by Kenneth Boulding. The theory describes the oaltimutcome as one
where no further allocations may be reached thaesmany one individual
better off without making another worse off. He tiems how “from this

simple principle a wide range of applications haraerged” (Boulding,

1970:126). However, a simple analysis of the thesbrgws how it fails the
scientific method on a variety of levels. The theoeglects to represent
human nature; factors such as malevolence, benemmlegreed and
selfishness are ignored. Boulding claims that “aimg less descriptive of
the human condition can not be imagined” (ibid)isTtheory is not testable
in the scientific sense and hence is not falsifiahlet it is one of the
keystones of modern economics.
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Another global assumption in economics is thateteris paribus
Ceteris paribus means ‘all other things being €cmad is widely used in
economic methodology as a means of simplifying demysituations in
order to permit examination. It allows the econdrtosstudy the individual
effects of a change in a variable on the overaltesy and thus draw relevant
conclusions. While this initially implies a furtheg of scientific method,
this is incorrect. €teris paribushas evolved from being a simple analytical
tool to a fundamental economic assumption. Econtsmi®ow use this
assumption liberally in the application of theorigmoring its limitations.
For instance, in economics, different variablesmfinteract and cause
changes in each other. Thus, economic theoriesaggtmeceteris paribus
cannot be deemed scientific as they are no longemesentative of reality
but have become rough approximations of an assameédimplified reality.
For example, in comparative statics, one studigsaage in price by holding
demand constant. However, we know that price imites demand while
simultaneously demand influences price (Brown, }98Rurthermore,
Friedman states that theeteris paribusassumption is invalidated by the
passage of time as “the points on a demand cunee aternative
possibilities, not temporally ordered combinatioffsfiedman, 1966:49).

The value ofceteris paribus however, must not be overlooked as
the modern economy is simply too complicated toshelied as a single
entity. Eric Beinhocker states that “markets wireoeommand and control,
not because of their efficiency at resource aliocain equilibrium, but
because of their effectiveness at innovation ieglislibrium” (Wolf, 2007).
This demonstrates how economists are forced todotre simplifications
such asceteris paribusn order to return market components to more linear
and understandable models. However, economists nacegnize that while
these ‘approximated theories’ are quite valid astady, they are not
scientific.

The Scientific Status of Econometric M ethodology

This leads us to the question of econometrics ssemce and the status of
neo-classical (or ‘modern’) economics. Econometiigs defined as “the
advancement of economic theory in its relation tatistics and
mathematics” (Econometrica, 1933:1). It should bted here that the word
‘advancement’ is not ‘replacement’. Econometricsaigool used tatest
economic theory and not one to develop it. As alted this, any flaw in the
theory will invalidate an econometric analysis ewough it may be
technically perfect. Hendry generalises this di&fin when he states that
“econometrics commences an analysis of the relstips between
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economic variables (such as quantities and pricesmes and expenditures,
etc.) by abstracting the main phenomena of inteaest stating theories
thereof in mathematical form” (Hendry, 2000:13).omr the outset

econometrics appears to confer the scientific ntetboto economics as
now, apparently, hypotheses can be tested empyrieald also falsified

which satisfies the scientific method. In ordervadidate this argument, a
study of econometric methodology and its relatmret¢onomic theory must
be carried out. Taking the four steps which Koutsogis describes as
present in all econometric research, we can imngiasee how this

method is more scientific in nature than the metbbdlassical economics,
as the model is capable of sustaining rigorougnigst

Econometric M ethodology

e Formulation of maintained hypothesis

e Testing of maintained hypothesis

» Evaluation of estimates

» Evaluation of model’s forecasting
validity

Source: Koutsoyiannis, 1973

However, it would still be false to claim that thiethodology is inherently
scientific in nature. Even with the introduction efonometrics, it is still
impossible to carry out controlled, repeatable expents without

introducing assumptions, such esteris paribus As shown above, such
assumptions nullify the scientific status of th@esment by invalidating the
scientific status of the underlying theory.

Leaving aside technical arguments such as the teffet serial
correlation, multicollinearity, heteroscedascitymsltaneity and so forth
(Gilbert, 1986), which present an array of problefos the modern
econometrician but are inherently statistical irtur, more fundamental
flaws in the methodology of econometrics exist. Fmtance Brown states
that many economic theories may not be testable @abnometrics (Brown,
1981). This indicates a failing in both the econothieory and econometric
methodology that prohibits them from being scientiés all scientific
theories must be examinable and falsifiable.
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Conclusion

It can clearly be seen that economics and econamatthodology cannot

be classified as ‘scientific’ as they do not adh&rdhe scientific method.

Although, this is not to say that econometricsasanuseful skill set and that
economics will never become a science. Economelidgssshown that, by
testing theories using advanced mathematical aatistital techniques,

certain events may be forecast. However, theseidseare only valid given

an array of assumptions and depend on the presdrac@umber of unique

conditions which may never be fully known and tlpusvent repeatability.

These stochastic errors, combined with the fact thacomes are only
probable to a given level of confidence, placesneatetrics and hence
economics, into a realm which is too imprecise ¢odeemed ‘science’ but
which is still a valid study. One should also cdesithat as alchemy led the
way for modern chemistry, economics and econongettc provide an

‘approximate’ scientific method which could leadttee development of a
more rigorous, accurate and overstientific methodology for the study of
economics.
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AN ECONOMETRIC INVESTIGATION OF THE RELATIONSHIP
BETWEEN IRISH HOUSE PRICESAND THEIR ESTIMATED
FUNDAMENTAL VALUE

DEIRDREREILLY
Senior Sophister

The issue of Irish house price inflation has been a contentious
one in recent years. Many have speculated that dramatic price
increases are the result of a bubble that has meant houses are
now valued in excess of their fundamental value. In an effort to
explore this issue, Deirdre Reilly examines the roles of income,
interest rates, population and expected capital gain.

I ntroduction

Between 1995 and 2005, second-hand house priceslamd increased by
345%! This is far in excess of the 38% increase in tbesamer price
index? The economic significance of such large price mosrets cannot be
understated considering the huge proportion of dlooisl wealth that is held
in this asset. Kenny (1998) notes that consumeradebr can be
significantly affected by such disproportionate mipes in house prices
relative to other goods and services. However,otaclkide on the basis of
observation, as many people have done in recens ytsat houses prices are
far in excess of their fundamental value, wouldtbeoverlook the strong
economic performance of the economy and the saaifi demographic
shifts in the population. In this paper | proposeinvestigate whether a
speculative bubble exists. | will first review thierature on the subject and
then set out my methodology. Following that, | wdlbcuss the econometric
process. Finally, | will present my findings andygast some direction for
further research.

! Department of the Environment
2 EcoWin Pro
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Literature Review

There have been a number of studies investigatiagdlationship between
Irish residential house prices and their estimafaddamental value.
Stevenson (2005) analyses this relationship undernumber of

methodological approaches, in general finding ttistence of a speculative
premium. Kenny (1998) examines the causes of thseénprice movements
in Ireland between 1975 and 1997. After modellimmyuding demand and
supply, he found that severe supply-side constasplain the large
increase in house prices.

M ethodol ogy

There are alternative approaches to modelling theddmental price of
houses (P), such as inverted demand models, epwection models
(ECMs), and asset based pricing models. Invertedadd models are quite
simple but their results raise serious diagnosiiwcerns, are highly unstable
and their variables are often non-stationary. E@xé&smuch more desirable
as they allow for short-run dynamics and deviatidinem long-run
equilibrium. I would like to use such a framewadnkwever ECMs use many
variables; given the lack of data on the Irish ogisnarket it is likely that
that | would run into over-parameterisation diffioes. Instead | will use a
variation of the asset based pricing model develdpe Levin and Wright
(1997). This model is based on the assumption thet to the supply
constraints that housing operates under, changeprides are mainly
determined by demand shocks and that changes iartkconditions will
determine expectations regarding future price apatien. The motivation
for choosing Levin and Wright's model is the lackreliable rental data,
which underpins many of the other asset-based mpsleth as that used by
Olaf Weeken (2004) in measuring fundamental houmegp for the Bank of
England. Levin and Wright believe that the fundatakprice of a house can
be defined by the sum of the price (based on owneupation and zero
capital gain) and the present value of the expecagital gain. The expected

capital gain at time is assumed to be determined by the capital gathen
previous periodg.,), where

0t1= (Pe1— P2/ P2
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| defined the present value of the expected capitah ask; and it is

calculated afg.../(1 + I)]. The authors assume that fundamental value based
on zero capital gain is related to the income (g the one-period interest
rate (I). However, | believe that the populatiored@5-44 (POP) is also a
significant factor in determining the fundamentalue. This age category
should best capture the demographic influencesomusé prices as it is the
main house buying age group (Duffy and Quail, 20@stects the key

demographic trends, and since this is the age @atesf most migrants, it

should also pick up the migration effects (Steven&®05). Therefore, the
specification of the model | will use for deternmigi fundamental value of
house prices is as follows:

Pi=a +B1Y+ fol + fsPOPR + B4 E + &

Annual data from 1975 to 2005 was used to estirtteemodel. 1975 was
chosen as the start year as it is the first yeat the mortgage rate is
available.

Regression

To begin, following the Dolado procedure, each atale was tested for a
unit root. When a Dickey-Fuller (DF) and Augment@idkey-Fuller (ADF)
test was conducted on P. Looking at the model wittonstant and a trend,
the DF versiorwas preferred under the Schwarz Bayesian Critgi$B1C),
Akaike Information Criterion (AIC) and Hannan-Quir@riterion (HQC).
The Log-Likelihood (LL) criterion would have seledt ADF with 5 lags
(=5). Since the sample size is small relative t® tamber of variables the
DF version was chosen so as to reduce the riskver-parameterisation.
However, the choice of the order is subject to mupdrtant degree of
uncertainty. Choosing too small results in a test that will over-rejéo
null, but choosing too big reduces the power of the test.

The DF had a test statistic of 2.198, and considethe critical
value was —3.60, the null hypothesis that P hadigroot could not be
rejected. In this case the version chosen wouldhawé made a difference to
the outcome, as none tests of could have rejebeedull.

Following the Dolado procedure, | estimated theresgion under
the null, i.e. omitting Y,, and tested the significance of the time trend (T)
The probability that the coefficient on the timertd equalled zero was 0%,
making the variable very statistically significamterefore, the test statistic
is distributed asymptotically standard normal, ieis still not possible to
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reject the null of unit root because the test stiatis greater than the 5%
standard normal critical value of —1.96. This ireplthat P does have a unit
root. Similarly for Y and E, the null hypothesis afunit root could not be
rejected, even using the standard normal critiefies, after showing that a
time trend was significant. For both POP and I tladl information criteria
preferred ADF(5). With test statistics of —3.64% a+8.633 respectfully and
both with a critical value of —3.603, the null hypesis of a unit root could
be rejected in both cases.

As P, Y and E appeared to be integrated of order e next step
was to check if any of the variables were co-irdéigg. Theoretically it
seemed unlikely that there would be a stable lamgrelationship between P
and Y or Y and E but perhaps one may exist betwdeand E. To test for co-
integration between P and Y, P was regressed oonatant and Y, and
checked the residuals for a unit root. With a 95%cal value of —3.591,
neither the DF nor any of the ADF test statistieyavsignificant. Therefore
the null hypothesis that residuals have a unit mild not be rejected,
signalling that P and Y are not co-integrating. Keig the pairs (P, Y), (P,
E), and (Y, E), and the set of variables (P, Y &)dn the same manner
revealed that they were not co-integrating either.

However, the original regression model is not bedah) the
variables P, Y and E are integrated of order ongewlariables | and POP
are integrated of order zero. The unit root vagaldause major problems as
the series are not stationary and standard asyimpttributions are no
longer appropriate. First-differencing the variablgith unit roots, produces
the differenced variables DP, DY and DE. A timenttevas inserted as this
was suggested to be appropriate by the DF and ABB.t

Next, DP was regressed on C, T, I, POP, DY and ®Hnit root
test of the residuals was conducted to check ikehgariables were
stationary. There was disagreement among the iafiiom criterion as to the
stationarity of the model. The LL, AIC and HQC petd the ADF(5),
which had a test statistic of —3.377. When compé#odtie critical value of —
5.542, the null hypothesis of unit roots in theidaals could not be rejected.
If there is a unit root in the residuals, then tlegression is spurious
rendering the reported t- and F- statistics invalitbwever, the SBC
preferred the more parsimonious ADF(2), which hatkst statistic of —
6.173, allowing the null to be rejected, thus inipdy stationarity.
Considering there was very little difference in pireferences of the models
ADF(2) and ADF(5), and bearing in mind the reduatio the number of
observations available to test the ADF(5), whictuldodiminish the power
of the test, to reject the null hypothesis, it wiggided to cautiously reject
the null hypothesis of unit root. Also, as the aotoelogram of residuals
(below) falls off quickly, this indicates that th&odel is stationary.
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Figure 1. Correlogram

10 3
0z *

Order of 1ags

The DW statistic for the model of 1.581 lay in beem the upper (1.850)
and lower (1.028) bound for the 5% critical valinglicating that the test for
serial autocorrelation was inconclusive. Considgtime diagnostic test for
serial correlation of the errors, indicates that tlull cannot be rejectedo
investigate further a test for serial correlatidrthe errors was carried out.
This showed that correlation of order 1 and 2 wesghificant but that the
correlation of order 3 was very significant. A ation was made for the
potential problem by estimating the equation ushyCochrane-Orculttt (C-
0) iterative procedure. The second order schemechvasen as it produced
the best diagnostic results. The C-O summary regnesesults and the OLS
diagnostic results are presented below.

Table 1. Regression Results

Regr essor Coefficient | Standard Error | t-Ratio | Probability
C -39553.1 42168.5 -0.93§ 0.358
T -1030.7 781.847 -1.318 0.201
I -500.26 1222.4 -0.409 0.686
POP 28.98 22.957 1.262 0.22
DY 4.229 0.783 5.404 0

DE 1065688 1814768 0.587 0.563
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Table 2. Relevant Statistics

Statistic Value
R-squared 0.906
R-bar-squared 0.86P

F-Stat F(7,18)

24.715 [0.00(

—_

DW-Statistic 2.388
Table 3. Diagnostic Results

Test Statistic LM Version| Probability | F Version | Probability
Serial Correlation 1.700 0.192 1.357 0.257
Functional Form 0.071 0.791 0.053 0.820
Normality 0.750 0.687 - -
Heteroscedasticit 9.205 0.002 12.734 0.001

The C-O regression had a DW statistic of 2.388icatéhg autocorrelation is
no longer a problem. The insignificant statistic flle Ramsey RESET test,
suggests that the functional form is correct. Thiei-gguared test for

normality of the OLS residuals is insignificant, pporting the null

hypothesis of zero skewness and normal kurtosiasidering the histogram

of C-O residuals also suggests normality of theltess.

Figure 2. Histogram of Residuals
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The test for hetroscedasticity indicates that thedeh displays significant

homoscedasticity. Considering the scattergram @ Estimated residuals
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and the fitted P values, there appears to be Btgktematic pattern. This
implies that the transformed data is relativelyrdstedastically distributed.

Figure 3: Scattergram of Estimated Squared Residuals Against Fitted
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The coefficient of determination (R2?) is a meastina indicates how well
the sample regression line fits the data. The R2tHis model is 0.906,
indicating that over 90% of the variation in P i@kined by the variation in
the regressors. The plot (below) of the actual estimated values of P
indicates that a close relationship exists betwkem.

Figure 4: Plot of Fitted and Actual Values
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The R-bar-squared statistic takes into accountatiding another variable to
the model has the negative effect of reducing thedetis degrees of
freedom. At 87%, it is also an encouraging statidiowever, it must be
stressed that the aim of the paper is not to maertfie fit of the model but
rather to estimate fundamental house prices.

The F-statistic calculates the overall significanak the fitted
regression line, that is, it tests the null hypstbhehat the coefficients of all
the variables are zero. This model has a highlgifiogint F-statistic and a
correspondingly negligible p-value, thus allowirig tnull hypothesis to be
rejected.

For this model the only statistically significardriable is DY. The
null hypothesis that the coefficient of DY is zeran in fact be rejected at
the 0.001% significance level. The coefficient hhe correct theoretical
sign, that is, an increase in the expected cagigéh would lead to an
increase in the price. The variables C, T, |, P@R BE are statistically
insignificant. The coefficients on |, POP and DEvénahe theoretically
correct sign; indicating that an increase in indemates leads to a fall in
prices, an increase in the population leads tonarease in prices and an
increase in the expected capital gain leads toeease in prices.

Given the high F-statistic and theoretically cotregns of the
variables, yet their small t-statistics suggespgablem of multicollinearity.
Correlation among the variables could make them epeddently
insignificant. To investigate this further, the paise correlation between
the explanatory variables was estimated. The gBYs POP), (I, DY) and
(POP, 1) were highly correlated, having a correlatco-efficient of 0.87, -
0.84 and -0.91 respectfully. The remaining pair<D{), (DE, P) and (DY,
DE) were not as highly correlated; having a cotretaco-efficient of —0.25,
0.25 and 0.36 respectfully.

Considering as the pair (POP, I) was highly cotezglaand both
variables were individually insignificant, | didvariable deletion test on the
pair. Jointly they were still insignificant; the lhthypothesis that their
coefficients are both zero could not be rejectedhsylLagrange Multiplier
(LM), Likelihood Ratio (LR) or F-test. Extendingehtest to include the
deletion of the variable POP also resulted in agimficant outcome under
each test. Despite the low degree of multicollitgabetween the pairs
(POP, DE) and (DE, 1) a variable deletion test wasied out for each, both
of which were insignificant. Therefore, although Itimollinearity is a
problem in the model, some of the variables propaldy a very limited or
insignificant role in explaining house prices.
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Speculative Bubble?

The fitted values from the above regression areiitti@ied fundamental
values. As can be seen from the plot of actualfatedl house prices, they
follow each other very closely throughout the perexamined. According
to this model, the largest premium to fundamen&ilie was in 1981, when
actual prices were 45.6% above their fitted valués difficult to find any
explanation for this exceptionally large premiunetiBeen 1980 and 1987
actual house prices fluctuated above and below tfiaeidamental value.
From 1987 through to the early 1990s the marketgeaerally at a discount
to its fundamental value. From 1996 to 1998, hqurémes were overvalued
by an average of 8.3%. This was the longest sustagmemium observed
over the period studied. Since 1999 house price® lieeen at a small
discount to their fundamental value, apart from2@ad 2005, which had a
premium of 2.5% and 0.2% respectfully.

From this analysis it appears that there was a uipie
component present in the market in 1981 and betwk396 and 1998.
Excluding this, there has for no sustained timezoor been a premium or
discount to fair value maintained, indicating thabuse prices have
otherwise been at their fundamental value. Steverf20605) believes that
the premium in the late 1990s may be due to thekaehdreing driven by
expectations. The strong consumer confidence anérgkconfidence in the
economy could account for the premium to fundamerstiue. Considering
the very robust growth of the Irish economy siree mid-nineties and the
strong population growth over the period, it may the case that the
dramatic increase in house prices can be justiiedan economic
fundamental sense.

However, this does not preclude the affordabilitifficlilties
experienced by many people attempting the accessntarket. Poterba
(1991) argued that prices in the housing marketlangely determined by
uninformed investors and therefore their expeataticannot be expressed as
rational. They are inclined to over rely on past@movements to the extent
that, particularly during periods of bubble-like iger growth, such
movements play the role of an expectations operaseropposed to a
measure of fundamental value. This argument bringsquestion the very
model used to estimate fundamental value. Furthexyrtbe results of this
econometric analysis must be interpreted with ex¢reaution as there is the
possibility of a unit root in the data generatingqess, which if present
would make the regression spurious and the findimegglid.
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Further Research

It would be very interesting to do another studgradsing the same issue
but using an error-correction framework. To overeonthe over-
parameterisation difficulties discussed previouslsnay be possible to use
quarterly data as opposed to annual data. Additign& would be
enlightening to do a separate analysis of housegnvithin different areas
of Ireland. Many experts argue that a speculativgble exists in a number
of sub-markets, notably those of Dublin, Cork aralv@ay, but that for the
country as a whole, houses are fairly priced. ltuldobe also be very
desirable to investigate and perhaps account feraitocorrelation that
appears in the third lag of this model.

Data
The following data was used in the analysis:

P House pricesas measured by the second-hand house prices,
published by the Department of the Environmentwéid at,
http://www.environ.ie/ accessed on 15/02/2007.

Y Disposable incomeas measured by the Gross National Disposable
Income at current market prices, published by tB®®etween
1975 and 1994 and published by EcoWin Pro betw886 and
2005, the figure for 1995 is an average of thergwom both
sources. Viewed at http://www.cso.ie accessed ¢0218007] and
EcoWin Pro, ‘Ireland, Income Approach, Disposalpieoime,
National, Gross, Total, Current Prices’.

I Interest ratesas measured by the building society mortgageaste
rate, published by the CSO. Viewed at, http://wvas.& accessed
on 15/02/2007.

POP Population aged 25-4dublished by the CSO. Viewed at,
http://www.cso.ie accessed on 15/02/2007.
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As a leading economist of his time, William Pettgtntribution

was, and continues to be, widely recognized. MddGovern

gives a short biography of this renowned econowmiigt specific

reference to his theories on value and surpluss&yukently, he
examines the relationship between Petty’s concéptime and
the views of other famous economists, such as Jlajuke,

Adam Smith, David Ricardo and Karl Marx. In partay

Petty’s influence on the work of Marx is expounded.

I ntroduction

William Petty (1623-1687) is often cited as beingeoof the foremost
innovators in the history of economic thought, amavithout doubt one of
the most extraordinary figures of the™@entury. Although he has been
praised by many significant economists, Karl Maraswparticularly vocal.
He referred to him as “one of the most gifted amgjioal of economic
investigators” (Roll, 1992:98). It is the aim ofighessay to examine why
Marx held this view, with reference to Petty’s ratedeveloping a labour
theory of value.

Born into relatively humble beginnings Petty weatsea at the
young age of 13. After breaking his leg he was gmhore in Normandy,
France, where he attended university. In Caen Wweated himself to be an
exceptionally bright student, paying his way byotitg and trading
jewellery. He later spent a year acting as segrdtathe influential Thomas
Hobbes in Paris, before proceeding to Oxford. He was ayipd professor
of medicine in 1650, where he was most famousdsunrecting a supposed
corpse during one of his lectures. He rose raptblpugh the ranks at
Oxford and was involved with the leading scientifiinds of the time. He
was cofounder of the Royal Society of London foe ttmprovement of
Natural Knowledge (along with Samuel Hartlib andbBi Boyle). Indeed
one of his greatest achievements was to introdigieraus quantitative
methodology (more commonplace in Boyle's discipliok physics) into

! Thomas Hobbes 1588-1679, philosopher and authioevidthan.
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economics. Along with his work in the field of eaonics, he is particularly
noted for the role he played in founding the diko# of statistics (along
with his friend John Gaunt). He later joined thenad forces as chief
physician to Cromwell’'s army in Ireland and mads furtune after he was
appointed to undertake the Down Survey; a formiglatask which he
completed with distinction As a result of these efforts he was rewarded
with substantial amounts of land, including a larggate in Kenmare,
county Kerry.

Many of his writings were aimed at those in powed avere often
undertaken to address matters of personal concpamticularly the
protection of the wealth which he had amassed, énixcworks on the issue
of taxation. However, his abilities were not coefinto academia. Among
his more practical projects were the creation ofirmm factory on his
Kenmare estate and the construction of a boatavitaw type of double hull
(which sadly ended at the bottom of the Irish SedR¢cent evidence
(Aspromourgos, 2005) suggests he was conductingriempnts in new types
of agricultural machinery. He is also accreditedhvthe invention of the
w.c.® Readers can judge for themselves the relative itapce of his
contributions!

While Petty wrote his works during the mercantiligtriod of
economic thought, it is clear that his views wege rihore advanced than
many of his contemporaries. Unlike them, he was smtconcerned with
trade balances or hoarding of specie. His acknayeletent of the existence
of other forms of value (labour in particular) letmain topic of this essay.
It is my contention that Petty casts a long shadthat his theories can
clearly be recognised as the underlying influenekirtd the value theories
of Smith, Cantillon, Ricardo and Marx. As a corojlaf his investigations
into value, Petty was the first to explore the ootof surplus. This will also
be examined (in the light of some new informaticanaerning Petty’s
involvement in agriculture) in an attempt to answery Marx regarded
Petty as one of his most important predecessodsthen“founder of modern
political economy” (Marx, 1951:15)

Petty on Value

The nature of value has occupied philosophers fblemnia, and has been a
preoccupation of many schools of economic thoughte philosophers of
ancient Greece were taken by issues such as thex/diatond paradox.

2 See Hutchison (1988)
% Erroneously, according to Spiegel (1991)
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Aristotle was able to provide an explanation usietptive scarcity and
abundance. He held that value was expressed iprdmortion that goods
were exchanged (Sewall, 1901). Plato also pondiegaradoxes of value
(Bowley, 1973).

Petty’s aim in examining value as a concept waseayntdifferent
from that of the philosophers or schoolmen of thddie ages. He wrote his
famous workA Treatise on Taxes and Contributions in 1662 to examine the
contemporary tax system. He held that there mustdmme method of
valuation other than money (which he recognised dctuate in
accordance with relative abundance and scarcitypetie, setting himself
apart from other mercantilisté)Petty regarded the “Wealth, Stock or
Provision of the Nation” as “being the effect of..spdabour” (Dooley,
2002:1). He establishes a measure of value in tefnfebour and land and
states, “labour is the Father and active princgdl&Vealth, as Lands are the
Mother” (ibid).

Petty’s analysis of value is not contained in the avork; rather it
is spread throughout his publications. This make®insarising his views
more difficult. Nevertheless it is clear that hiedry is still cogent and
innovative (Roll, 1992; Hutchinson, 1988). Althougbt all of his analysis
was entirely new, he turned the analysis of thgisi of value into one of
the fundamental paradigms for the classical scbbelconomics. However,
just as with the suggestion that Smith held a latlbeory of value, Petty’s
contribution on this front has also been questioBamley states, “it is not
in Petty’'s measure of value that the labour theofyvalue sometimes
attributed to him is to be found, for his measwdased on inputs of both
land and labour” (Bowley, 1973:85).

Indeed, his statement above suggests he also éélieviand as a
source of value. Slutsky agrees with this criticidtie believed that “Marx
conscientiously selected practically all of the matal parts of Petty’s work
but explained them in an excessively one-sided edr{8lutsky, 2005:4).
Like Blaug (1979) he points out that Petty’'s stagamon land being the
mother is given as a quote (or more specificallyaging) in the original
publication. Petty was obviously concerned witls tiniconsistency however,
as he believed that it was necessary “to find oodtaral Par between Land
and Labour, so as we might express the value hgredf them alone as well
or better than by both, and reduce one into theradk easily as we reduce
pence into pounds” (1667:25).

Indeed Richard Cantillon criticised Petty for natnsidering this
further when writing on his own theories. HoweveollR(1992:106-7)

4 Also noteworthy is his attempt to distinguish betw real and nominal variables, something
which has occupied economics ever since.
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believes Petty did intend to put forward a labdwoty of value and believes
that the above inconsistency is evidence of a woifuPetty had between
exchange value and use value. Roll states thatravhe is concerned with
the latter, he speaks of land and labour, and wherds dealing with

exchange value (at any rate implicitly) he spedkkaloour alone”. Overall

he gives “ample evidence for his fundamental bahe& labour theory of

value”.

Petty had a well known tendency to digress, andfdbe that his
views on the subject are not all contained in oaetext makes analysis
difficult. Petty may have been confused himselfjt&ty (2005) also points
that Petty sometimes refers to wealth or a metHoexchange rather than
value. At the time of writing the concepts may haappeared
interchangeable. However, whatever Petty intendedtioi some extent
unimportant. The fact is that Petty has often beedited with developing a
labour theory of value, notably by Marx himself.

Petty asthe Inventor of Surplus

Another hugely influential theory developed by Re#is a consequence of
his analysis of value and rents, was the concegugflus and subsistence.
In his Political Anatomy of Ireland (1667:65) he states, “the day’s food of an
adult man, at a Medium, and not the day’s lab@ithé common measure of
Value”. This is precisely what Marx came to caibbur surplus’. Indeed
Marx singles out Petty’s views in higeatise as the origin of his surplus
value theory; “the law that appoints such wages oukhallow the labourer
but just wherewithal to live; for if you allow dolgy then he works but half
so much as he could have done, and otherwise watlith is a loss to the
public of the fruit of so much labour” (Marx, 166Z).

It is interesting to consider what may have promptetty’s
investigation of surplus. In a recent article, Aspourgos (2005) puts
forward the view that Petty developed this condepin his involvement
with Samuel Hartlib (c.1600-1662) and agriculturaircles. This is
particularly suggested by his use of corn infigatise of as a proxy for the
basic necessity in society. It seems that Petty taken with agricultural
innovation. Hartlib received several letters from Gheny Culpepper
concerning certain ‘corn engines’ that Petty wawettjping. Despite
apparent success of the invention (he evidentlyldvtvave made a better
farmer than seafarer!), pecuniary difficulties &asd Culpepper stated that
his dealings “hathe bred . . . a resolution, nardoable my . . . thoughts any
farther with these kind of people” (Culpepper, #&d in Aspromourgos
2005:10). Aspromourgos believes that Petty’s ins{giat there could be an
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economic surplus on a societal level analogous uiplss in the corn
industryy had its origins in his agrarian explorations.

L ocke, Smith and Ricardo on Value

William Petty’s theories on value had wide ranginfjuence, and not only
on his immediate successors. There is a cleaofitieought stretching from
Petty to Marx, which Marx himself acknowledged eweral occasions.

John Locke (1632-1704), writing in hBecond Treatise of Civil
Government, presented a theory which was similar to Pettya$so
considering land, but reckoning it of little impamntce. He also refers to other
goods embodied in the production process, citingtyRe ‘past labour’
concept. He states that all of this “would be atrimpossible, at least too
long, to reckon up” (Locke, 1681:44). Dooley (2DG2gards this as the
Achilles heel of any empirical labour theory of wa] and Smith, Ricardo
and Marx all came face to face with this problem.

Smith begins th&Vealth of Nations with the bold statement that the
entire nation’s wealth comes from labour. Howevdrew he turned his
analysis to the civil society which he occupieds kEbour theory of value
dissipates, leaving a cost of production theoryvafue. Interestingly,
Bowley believes that Smith is not really interestada labour theory of
value at all and that the exposition above is idéshto show that such
theories only hold under special assumptions. $fes the lack of such a
theory from his lectures as evidence for countetimgy“very common view
that Adam Smith’s theory of natural price was,tasdre, a second string in
his analysis introduced because he found himselblerto develop a labour-
input theory for an advanced society” (Bowley, 1972®). Roll again
provides an opposing point of view, but agrees thas not easy to give a
summary account of Adam Smith’s ambiguous and cmdutheory of
value...not even adherents of the same school caeeagn their
interpretation of Smith’s theory” (Roll, 1992:13441).

Following on from Adam Smith, David Ricardo sougbtapply a
labour theory of value to a more advanced societh wrofit, rent and
capital. Again he encountered the problem of Petpyast labour’ assertion.

® Net output per worker exceeds consumption per rork
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Marx

The line of thought discussed above (originatingMitliam Petty) was used
by Karl Marx to establish his theories of explaat of labour. Marx’s
concept of a labour theory of value was tied uphwite idea of surplus
(essentially the difference between the value ofatwh labourer could
produce and what it cost to keep a labourer alivéd)ich he believed
capitalists generated by exploiting labour. Mantidwed that in capitalist
society, goods had exchange value which was detednby the socially
necessary labour time involved in their productibring defined as “the
labour time necessary to produce any use value thi¢hgiven normal
conditions of social production and the social ager degree of skill and
intensity of labour” (Roll, 1992:63).

Marx also recognised that land played a part in gheduction
process, and that any machinery used in produegtas also the product of
‘past labour’. He distinguished between the exckargjue and use value of
labour, defining the exchange value of labour as shbsistence of the
labourer. But the use value employed by the cagtitakceeds this exchange
value. If the subsistence level of the labouret tours, and the labourer is
generally employed for the whole day (12 hoursgnthithe surplus the
capitalist enjoys is the value of 8 hours labous. Booley (2002:21) notes,
“the whole working day is, in this way, divided entwo parts: one to
produce the necessary subsistence for the labdheegther to produce the
surplus value for the capitalist”.

We have already seen how Petty recognised thereliffe between
production necessary for subsistence and produatioich resulted in a
surplus. Marx defined the rate of surplus as th® raf labour time spent
producing a surplus for the capitalist, to laboimet required to cover
subsistence. This was the degree of exploitatidabmiur by the producer.

However, as with all proponents of a labour theofwalue, Marx
shied away from it in the end, as did Ricardo amaitl$ before him. As
Dooley states:

Even though Marx sought to explain the prices ofipction by the
labour embodied in production, he ended up witbst-plus-profit
theory of value like Adam Smith and David Ricarddarx’s
transformation turns profits into a necessary opstroduction,
because any industry that did not receive the &yeprofit’ would
see its capital diverted to other industries. (2gpP002:24-25)



MARK MCGOVERN

Conclusion

Petty’'s contribution to the evolution of a labouretry of value was
instrumental, and even if this line of argument wade discredited (partly
due to his own assertion that capital goods werast‘plabour’), it
preoccupied many leading economists for centusgx’s own exultation
of Petty as the founder of modern political ecorzsmis surely enough
evidence of his influence. In particular, Pettysvedlopment of the surplus
concept anticipates the crux of Marx’s theofies.

It is interesting to conclude by considering howty&ould have
fitted into Marx’s world of post-industrial revoion Europe and how Marx
would have viewed him, if they had had the oppatyuto meet. Without
doubt Petty was a capitalist, an entrepreneur énttadition that Richard
Cantillon describes so well. Although this essay hecessarily concentrated
on a narrow section of his work, his contributiomsther areas should not
be ignored, such as in terms of the circulatiormoiney. As the evidence
suggests, he was constantly seeking out innovatake for example his
agricultural digressions. Although he made a sigaift contribution to
Marx’s theories, as a wealthy landowner he wouldstmezertainly have
viewed communist theories with scepticism (or, midkely, horror, given
his interest in protecting his own wealth and prope

Let us return to Petty’s discussion on wages. WhKlkrx argues
that it is unjust for the labourer to be paid absistence level, Petty is
arguing the exact opposite, taking the point ofwad the ‘capitalist’. While
it is unfair to suggest that Petty only wrote talier his own interests, most
of his works do so.

The fact that Marx singles out Petty for praiseagainly worthy of
note. Slutsky (2005) believes Marx was very sekecth his quotation of
Petty’s writings, however the origins of many o§ ltheories can be found
therein. Indeed Petty’s views on unemployment hawdistinctly socialist
flavour’. That is not to say that he was a communist! Butoould he be
classified as a classicist or mercantilist. He s@®ly unique.

% By 200 years

" Petty sounds remarkably like Keynes in some passaayen arguing for the relocation of
Stonehenge to boost employment. Hutchison (1988phanteresting discussion on whether
Petty was in fact a prescient Keynesian.
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ADVERSE SELECTION
DaviD O’CINNEIDE
Senior Sophister

In economics it is often too readily assumed thkififormation
is available uniformly throughout a market. DavidGihneide
examines a more realistic scenario — that of asymme
information. He refers to the classic work of Aké&riSpence and
Stiglitz to determine the nature of this marketluf@ and
subsequently outlines two ways in which the infdionagap
may be bridged, namely ‘signalling’ and ‘self-seiec’.

Introduction

In theory, economics provides a reliable framewiorkanalysis. A perfectly
competitive market maximises the gains from tramléodth producers and
consumers, thus society is better off. The condtidhat describe this
perfect market (buyer and seller atomicity, produsinogeneity, free entry
and exit for firms), ensure that goods sell for tbavest price and are
produced efficiently, to be enjoyed by the perfeatformed consumer who
values it most. However, the assumptions intringic the perfectly
competitive market do not always apply in the reatld. In particular, full
information is not always available &l agents in the market. To account
for this, economists have relaxed the unrealisssumption of perfect
information and uncovered new ways of looking arkaafailure and also
new ways to counter it.

The theory of markets with asymmetric informatioasaformally
recognised as a cornerstone of modern economigytitonhen, in 2001,
George Akerlof, Michael Spence and Joseph Stighitre awarded the
Nobel Prize for Economic Sciences. The ground-bnegpkvork of these
academics brought economic theory closer to ecanasality. Akerlof's
classic paperThe Market for Lemons: Quality Uncertainty and tHarket
Mechanisnt has been described as “the single most impori@miribution
to the literature on economics of information,” (b press release, 2001:2).

* While Akerlof’s ideas are now recognised as grdueeking, his lemons paper was rejected
by two major journals before being published in Ghearterly Journal of Economics in 1970.
(Riley, 2001)
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This work was first to identify the concept of acse selection, or the so-
called ‘lemons problem’. This phenomenon exists e information
imbalance characterises a market and can stopatine §fom honest trade
being realised. In order to maximise social welfatieis information
imbalance must be remedied. The work of SpenceSiigitz recognized
how this might be accomplished. Spence’s reseanchsed on how the
informed economic agent can send credible sigiwatke uninformed agent
in a way that can be trusted, therefore ensuringuatly beneficial trade.
Stiglitz’s ‘solution’ approaches the problem of adse selection from the
other side of the transaction; the uninformed padyeens the informed
party to obtain the deals which are advantageobstti, i.e. the uninformed
does not adversely select an unfavourable tramsadin this paper, | shall
explore the work of these three economists andudsthe wisdom they
have imparted on the economics of information.

Information & When Markets ‘Go Bad’

As is often the case in market transactions, orentagas an information
advantage over the other. The seller of a usedaaell aware if his car is a
cherry, plum, peach or lemdrThe entrepreneur seeking capital in the form
of a bank loan is in a better position to judge kgel of risk. This
uncertainty can cause the market mechanism to fail.

Consider a certain E. Knievel endeavouring to obtabtorcycle
insurance. Mr. K knows if his actions are frauglithwisk’ (i.e. whether or
not he has a high probability of having an acciflert® compared to his
insurance company, who can only judge the obsesvabaracteristics of
Mr. K, i.e. age, gender, type of vehicle. Theseeobable characteristics are
the basis on which the insurance company setsrémipm rate for Mr. K’'s
cohort. Those with low risk will find this averagate too expensive to cover
their expected loss and thus find it more attractie seek insurance
elsewhere or even self insure. Those with high tistough the weighting of
the group rate, force those of low risk out of tharket. This exodus of low
risk individuals causes an increase in the averiageof the entire group. In
order to counteract the losses incurred due taitiexpected large number of
claims (which in itself is due to the initial adserselection of bad risks) the

2 These fruity colloquialisms describe the qualityte car. Cherries, plums and peaches are
high-quality cars, lemons are inferior cars.

% A distinction here must be made between the tassit problems of markets with
asymmetric information. Adverse selection occurgmvimformation concerning product quality
is denied an agent, forcing a bad economic decisilmnal hazard is when the agents’ actions
affecting the quality of the product are unobsergdhe other side of the transaction.
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insurance company must raise premiums further, ipgsimore individuals
out of the market. The proportion of good risks rdies adversely as the
premium is raisetl In his paper, Akerlof (1970) compares adversecsiein
to a kind of ‘generalised’ Gresham'’s law, the gdeoates in the market
driven out by the bad.

The following is a basic illustration of adverséestion. Consider a
good available in two qualities, high and low. Thagh-quality good
represents a proportiom of all goods to be traded. To the buyer, a high
quality good is valued at” and the low quality good", V- < V. To the
seller, a high quality good is wontti' and the low quality good’, w" < w".

In a market characterised by perfect informatiog, the buyers and sellers
both know the quality of the good, then there etxigt markets, one for each
quality type. The low quality good sells f@r, and high quality goods fof',
thus assuring societal welfare is maximised. Howevk there exists
imperfect information, as is often the case inré& world, the buyer only
offers the expected value of the good:

o=p. V' +@-p .V

If W' >w, then only sellers of low quality goods would fitrdde beneficial.
Sellers of high quality goods would find it mordrattive to hold onto their
products and leave the market, leaving only the doality goods for sale —
adverse selection occurs!

Sending the Right Signals

As shown above, markets with asymmetric informatfaih through the
inability of both sides of the market to communéatformation that they
can trust. How can this information gap be bridgedify cunning
businessman can claim to own a high-quality produat as the adage goes:
talk is cheap. Another adage could aid us hergoratspeak louder than
words. Actions communicate. It was through the ofactions as a signal
that Michael Spence approached the adverse selquiadblem.

“The father of modern economics, Adam Smith touahrethe concept of adverse selection in
his great work The Wealth of Nations (1776): “letkegal rate ...was fixed so high... the
greater part of the money which was to be lent,ldvbe lent to prodigals...who alone would be
willing to give this higher interest. Sober peopidio will give for the use of money no more
than a part of what they are likely to make byube of it, would not venture into the
competition.” (Smith 1776, as cited in StiglitzQQ.: 4).

25



ADVERSESELECTION

For example, when you buy a pair of Campers, thesd-wearing
shoes come with a two year warranty. This impliest the company has
confidence in the quality of their product. On tither hand, if you buy flip-
flops from someone carrying their wares in a blankteere is no guarantee
that they will last an hour on your feet. The watyafrom Camper sends a
signal to the consumer concerning the quality ef phoduct. The very fact
that the shoes will be replaced, no questions adkagles the impression
that replacement won't in fact be necessary! Silyilaa used car salesman
will undertake long-term investments such as laigéorate car showrooms
to demonstrate their dedication to the businesssiBywing they are not
‘flightly’, in the parlance of the economist, theye playing the ‘lemons’
game repeatedly, thus building a reputation forlirgel quality cars.
Signalling is costly and different ‘senders’ haviffedent signalling costs.
Sellers of poor quality shoes would not be ablbdar the cost of a two year
warranty, as they'd be replacing shoes far more iadling them!

In his paperdob Market SignallingSpence explores education as a
signal in the labour markétUncertainty arises because of the lack of
information the employer (as the buyer of labobgs on the productivity of
the seller (the job applicant). Education howevagy be a signal as to
whether this productivity is high or low. Spenceswases that employers
believe applicants with an education lee&l have a high productivity and
are therefore paid a wage, all other education levels being paitl An
indifference curve framework illustrates the preferes of the applicants.

Figure 1. Indifference Curve Analysis of Education& Wages

utility i.1|1r% s
/ ! M
s

wages

Q at education

® Isn't this the real reason behind university: Tgnal to a prospective employer how clever we
are?
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Moving in the northwest direction corresponds tghler utility levels, as
higher wages are ‘good’ but costly education isd'b& The flatter
indifference curves represent the low-productivitigividuals who find
education more costly to obtain. The high prodiistiyob applicants are
satisfied with a wage-education combination”,( €"), reflecting the
preference that the costly education is worth tighdr wages. Those to
whom education is more costly, prefer the lower @vagd no education, that
is a “higher wage does not compensate for theih lugst of education”
(Nobel press release, 2001:6). Employers therefaev (under rigid but
plausible assumptions) that in general, more priddiavorkers will have
higher educational attainment. Thus instead ofldleproductivity workers
being adversely selected by employers, high pradtictworkers signal
their abilities and participate in the labour mark8ociety is better off,
thanks to information being indubitably transferfed

Standing Out From The Crowd

If the informed party can reliably signal to theinformed party, then
adverse selection can be overcome. Is there anethgrthe uninformed
party can manage trade with the informed side efrttarket to ensure that
selection makes maximal benefits accrue? Stigliging the insurance
market as his main emphasis, tried to see how gnerant insurance
company (i.e. without full information) could “foeccustomers to make
market decisions in such a way that they both flethedr characteristics and
make the choices they would have wanted them totleid characteristics
been publicly known” (Stiglitz, 1976). “If those wtare more able, less risk
prone, more credit worthy acted in some observalalg, then it might be
possible to design a set of choices which wouldltés those with different
characteristics in effect identifying themselvesotigh their self selection”
(Stiglitz, 2001). This ‘self-selection” mechanismthe focus of Stiglitz and
Rothschild’s influential paperEquilibrium in Competitive Insurance
Markets: An Essay on the Economics of Imperfectrimdition

In order to induce this ‘self-selection’, the urdnhed party has to
get the economic incentives right. Equilibrium mums separating i.e.
different types of customer select different tyméscontracts, rather than

® Purely from an economic cost minimisation perspecbf course!

” Although sometimes there is in fact no informaticansfer at all, except for the fact that the
signal was extremely expensive to make. This is bomre economists explain advertising
(Hartford, 2006).
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pooling, when differing types choose the same contractis Tis
accomplished by the deductible.

In the Stiglitz and Rothschild model, an insuraramtract is
represented by the vect@p, c) wherep is the premium and is the
compensation paid in case of income Ibs&henc=L, we say there is full
coverage. It<L, then the differencal=c-L, is said to be the deductible, that
is, the amount of the loss that the insured mugtfp@m his own pocket
before reimbursement from the insurance companynbe®y pairing the
high premiums with the low deductibles, the inseenompany ensures that
the policy buyers purchase the correct contraca the company wants
them to.

The high risk customers, those who are highly prianaccidents,
while tempted by the lower premiums, do not retisé prospect of paying
the high deductible that accompanies it. They waquiefer to accept the
high premium in return for no deductible. Conveyséhe low risk group,
those who ‘take care’, gladly pay the lower premiwvith the larger
deductible because, if you accept that the proipabif an accident is
extremely low, then so is the probability of payibgrhus, through offering
different contracts, insurers ‘screen’ their custosnand motivate them to
choose policies which confirm their riskiness amal l&ad risks are not
adversely selected.

On the other side of the coin, instead of the bskl being chosen
adversely, Hemenway (1990) proposes a sourcéafmurableselection in
markets with asymmetric information he calls ‘ptapis selection’. In
particular, again using insurance markets, diffeceistomers have different
attitudes towards risk. Those who are ‘risk avaidimight both buy
insurance and drive carefully, while those who ‘aigk seeking’ may be
disinclined to buy insurance, drive carefully, e wear their seatbelts.

Conclusion

By thoroughly understanding why adverse selectian cause markets to
breakdown, economists can better understand wagsrect the problem
Economic agents can be seen to be using the idéhese Nobel Laureates
in their everyday interactions; how many questiomsst be answered and
tests passed before an insurance company will effguote? How many
graduates wear their finest suits and push theit éseam result to the top of
their CVs in job interviews? In market transactioimformation can benefit
society as a whole as a perfectly competitive markéth perfect

information maximises social welfare. Understandiagv economic agents
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use that information is crucial for real world metk to approach this
theoretical ivory tower.
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DECODING J. M. KEYNES' WORKS: AN ANALYSIS OF THE
INTERPRETATIONS OF KEYNESIAN ECONOMICS

MELINDA SIMONFFY
Senior Sophister

The publication of John Maynard Keynes' ground-liiag
General Theoryin 1936 sparked debate among economists,
resulting in varied interpretations of his work.n this essay
Melinda  Simonffy  concentrates  on Fundamentalist
Keynesianism, Hydraulic Keynesianism and Recomstitu
Reductionism, comparing and contrasting these tluigferent
approaches. In conclusion she notes that it isether dynamic
economic climate that results in the developmentlifierent
perspectives on any economic theory.

Introduction

In the history of monetary thought, opinions abthé role of money have
often swung like a pendulum from one extreme tottzaro(Hahn, 1947).
Ever since John Maynard Keynes' attack on the hbafdtheory that he
designated as "Classical" in his famdus General Theory of Employment,
Interest and Mone{1936), academics and policymakers alike have éebat
the validity and the significance of the revolutioy ideas that were put
forward in these writings (Coddington, 1983).

Keynes' suggestions, which he so presumptuouslyagetirately
believed "will largely revolutionize... the way theowd thinks about
economic problems” (Keynes as cited in Minsky, 18Y5created a major
shift in economic thought, but also much debatafigion and controversy
(Robinson, 1975). At the heart of this controvdisg a key question: What
do Keynes' theories really mean? In order to findaaswer to this question,
a variety of researchers have attempted to proap@opriate explanations
for Keynes' ideas. Three major interpretations afymesianism have
emerged as a result; Fundamentalist Keynesianigahadlic Keynesianism
and Reconstituted Reductionism (Coddington, 1988k objective of this
paper is primarily to shed light on the aforememtid three interpretations
with a particular focus on th&eneral Theory showing some of the
shortcomings of each school of thought. To concltide Keynesian debate
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will be re-examined, demonstrating its value to mstany thought.

The Interpretations of Keynes

The General Theorys considered disappointing when compared to thisro

works, renowned for their clarity and elegancespression (Leijonhufvud,

1968). Thoroughly confusing, leaving "many gapingels in his theory"

(Gerrard, 1991:277), this work of genius (Samueld®46) has been widely
criticized as being vague, underdeveloped and ft§ ghkimsy statement"”
(Minsky, 1975:12). In this context, it is not suging that a variety of

interpretations have sprung up as a response émtdisgle this Keynesian
"doctrinal fog" in order to discover the true esserof Keynesianism
(Gerrard, 1991:276). Prior to this, the 'un-intetpd' theories of Keynes'
General Theorwill be presented.

The "Economics of Keynes*

The aim of theGeneral Theorys to lay out "what determines at any time the
national income of a given system and...the amounitsoEmployment"
(Keynes, 1936:247). He concluded that "nationabime depends on the
volume of employment” and that the macroeconomiailibgum is
consistent with involuntary unemployment (SnowdorvV&ne, 2005:58). It
is said that Keynes did not consider it necessaryepeat his views on
banking and money; since these were developed et dength in his
Treatise on Money1930), which is deemed a better guide on therldtvo
subjects (Leijonhufvud, 1968). The main innovatafithe General Theory
is the concept of effective demand, the principleereby consumption can
be stimulated through increasing the money supbbyt is, "spending our
way out of depression" through fiscal incentivesari@on, 1996:166). A
further uniqueness in his theory is the stress wantity rather than price
adjustments and the balancing role of output a®sgg to prices (Snowdon
& Vane, 2005).

In the General Theory Keynes redefined the fundamental
propositions of the Quantity Theory of Money whidiolds that in
equilibrium, money is neutral, where output, relatprices and incomes do
not depend on the quantity of money. This positioim stark contrast to his
previous works where he still maintained that, gheantity Theory was valid
although somewhat vague particularly in the shontwhen disequilibrium

! Leijonhufvud (1968: 6)
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occurs (Minsky, 1975). Keynes rejected the belledtta decentralized
market system is inherently stable (ibid) sinceitttiensic uncertainty of the
future was spurred by investors’ "animal spirit®eynes, 1936:161),
making a centralized decision-making process moesirable than a
decentralized one prevalent in market economiesrigda, 1996).

Keynes expressed support for the "comprehensivalgation of
investment" (Keynes, 1936:378) in order to achiéieemployment. The
interest rate that "rewards no genuine sacrifiGer(ison, 1996:166) must in
Keynes’ view be kept low (or even driven to 0%htader the short supply
of capital and so create a more equitable econdiysky, 1975). Keynes
thought that once the problem of scarcity had béackled, future
generations could abandon questions about econaémarsler to focus on a
life full of aesthetic pleasures (Garrison, 199&Jowever, Keynes’
predictions never materialized. Despite his phidgo speculations about
his writings on economics have never ceased. To fymther insight into
these Keynesian movements, the three main intaetpes outlined by
Coddington (1983) will be discussed in greateritieta

Fundamentalist Keynesianism

Fundamentalist Keynesianism refers to a "frontadaak on the whole
reductionist progranf’ (Coddington, 1983:217). The central tenet of the
fundamentalist approach places an emphasis on IseyHee General
Theory of Employmen(tt937), which served as a response to criticisms o
his General Theoryand attempted to clarify some elements of theerdatt
(Minsky, 1975).

Fundamentalist Keynesians include Hugh Townsend wée one
of the earlier adopters of this position; G.L.S.a8tle who focused his
studies on the unpredictability of human preferen@nd Joan Robinson
who maintained a "Neo-Ricardian” stance, which iroddington's
(1983:218) words reflected a "hybrid of Keynesiamiaith those aspects of
Ricardo's work that were appropriated by Marx: Ricaminus Say's law
and the quantity theory of money."

The General Theory of Employmefit937), which serves as the
main source of insights for the fundamentalist nmo&at, is primarily an
assault on the choice theory; one of the basicciples of the reductionist
program. The paper discusses points such as the efsuncertainty and the

2 Reductionism is what Coddington (1983: 216) refétio as market theory where the “central
idea is the reduction of market phenomena to gl individual choices”. See Coddington
(1983) for further details.
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intrinsic tendency for people to hoard and accuisulaealth due to "our
distrust of our own calculations and conventionsicesning the future"
(ibid:216). This desire to hoard is ultimately deteed by the level of
interest. Keynes also elaborated on the notiorffet#ve demand, which in
his view includes two concepts; "investment-expamdl' and "consumption
expenditure”, which depended on the level of incopsmple's propensity to
spend and expectations about the future as wellthas interest rate
(ibid:219). An increase in aggregate income has oaitipe effect on
consumption expenditure; whereby the "amount thatonsumed depends
on the amount of income made up" by entreprendatsrequire investment
for further generation of income (ibid:220).

The General Theory of Employme¢t937:221) concludes with the
notion that his theory can be summed by "saying tjimen the psychology
of the public, the level of output and employmentavhole depends on the
amount of investment". However, factors which affeggregate output
(such as propensity to hoard, monetary policy,riugxpectations about the
yield of capital assets, propensity to spend anberotsocial issues
influencing the money-wage) are "those which deteemthe rate of
investment which are the most unreliable, sincdsitthey which are
influenced by our views of the future about whicé know so little" (ibid).
This supports Keynes’ position on why output anglkayment are liable to
fluctuation and why he rejects the orthodox assionpabout existing
information about the future.

Littleboy (1997:238) outlined some key points tldiaracterize
fundamentalist Keynesianism; the rejection of thalfdsian equilibrium; the
fact that unstable expectations and flimsy coneesti prevail; the
pervasiveness of crowd behaviour that can “losdidence and stampede or
just huddle together for security”; the anti-medbtn standpoint and the
dismissal of what Robinson declared as "Bastardnksians" (1975:127);
the focus on chronic instability; the uncertainfytive future and the belief
that macro-instability is partly psychological gpatktly institutional.

Fundamentalists are also "accused of nihilism" twhias been
exemplified by both Robinson, who has revealed thhtthe idea of
equilibrium is pursued relentlessly, then as thencept becomes all-
embracing it becomes paralyzed by its own logie:aquilibrium becomes a
state of affairs that is, strictly, unapproachabilelgss it already exists, there
is no way of attaining it" (Coddington, 1983:21%hackle supported a
similar view, concluding that the use of compamtiequilibriums to
examine consequences of changing events is inatbegeandamentalists
view the concept of the equilibrium as a distrattior which the Keynesian
model offers a refreshing alternative.
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However, fundamentalist beliefs are not withoutva In the final
chapter of th&eneral Theoryt is outlined how classical theory holds if full
employment is attained through the creation of teeessary aggregate
volume of output to maintain this, contradictingndiamental Keynesian
beliefs. Keynes (1936:378) stated that "there isobpection to be raised
against the classical analysis of the manner irthvprivate self-interest will
determine what in particular is produced, in whatportions the factors of
production will be combined to produce it, and hthe value of the final
produce will be distributed between them." Robingb®35:581), however,
maintains that "laissez-faire fails to maximiseatoutility, by failing to
provide the ideal selection of commodities" and o@mted that "Keynes
himself began the reconstruction of the orthodokeste that he had
shattered" (Robinson as cited in Coddington, 19882

A further inconsistency in fundamentalist Keynesidought is
exemplified in theGeneral Theory of Employmeit937). Here Keynes
specifically expresses no objection to Hicks's fation of the IS/LM
framework (or the income-expenditure model), chearirefuting
fundamentalist principles (Coddington, 1983). In di&idn, the
fundamentalist position does not offer a suitableermative for the
reductionist program; and is characterized by theviction about the deep
ambivalence of the functioning of the economy. Famdntalist Keynesians,
however, do agree on the proposition that "no mod#his situation can be
fully specified" (Coddington, 1983:222).

Hydraulic Keynesianism

The hydraulic interpretation of Keynesianism orges in Hicks’ (1937)
famous papeMr Keynes and the Classics — A Suggested Interfiwata
(Cardim De Carvalho, 1992). Among the hydraulieipteters of Keynesian
economics are Modigliani (1944), who supported ey that the essence
of Keynesianism was the "economics of wage and eprigidities”,
Samuelson (1946) who developed the 45° Keynesiassatdiagram, Klein
(1947) and Hansen (1953) (Snowdon & Vane, 2005).

Hydraulic Keynesianism holds the idea that the eomn at the
aggregate level contains "disembodied and homogefiows" which rely
on stable relationships between these (Coddingt®83:224). Recurring
themes of the hydraulic approach evolve aroundcasf@n fiscalism which
is characterized by a steep IS curve and a flatduve; fixed prices and
rigid wages as represented by a flat AS curveijrtiportance of the liquidity
trap and the "discretionary fine-tuning by techadgt; a view of lethargic
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capitalism which lacks "animal spirits" and the jgoi for state intervention
in a mixed economy yet avoiding dogmas such as M@arnand fascism
(Littleboy, 1997:326).

The backbone of the hydraulic theory is the IS/Lkanfiework
(Snowdon & Vane, 2005), which has become “the cotigaal wisdom in
modern macroeconomics" (Cardim De Carvalho, 1992:B¢ks defined
three models in his interpretation; (i) the Clas§ig the special Keynesian
and, (iii) the Keynesian:

Table 1: Hicks’ Keynesian Models

Classic Special Keynesian Keynesian

1=S(,Y) =S (Y) 1 =S(Y)

1= 1 (i) 1= 1 (i) 1 = I(i)

M=kY M=LI M=L(,Y)

where

= investment

= saving
=income

= the interest rate
= money.

7 <wnm~—

Models (i) and (ii) construct the IS curve, and thid identifies the LM
curve. The two endogenous variables are i and é. diktinction between
the first two models lies in the savings functiomdain the demand for
money (Cardim De Carvalho, 1992). In Hicks' apphpate demand for
money is stressed and the importance of the savimgstion mitigated,
thereby juxtaposing the Cambridge Quantity EquatmKeynes’ Liquidity
preference. However:

...even this difference is not as important as it i5@eem at first
sight, because even though Keynes emphasizeslthefrinterest
rates in the determination of the demand for mdttapugh the
speculative motive to demand money), when one densiKeynes’
transactions demand for money the model to be igseot model 11
but model Ill, which represents, according to Hjcasig step back
to Marshallian orthodoxy', making 'his theory... h&wdistinguish
from the revised and qualified Marshallian theariég@icks as cited
in Cardim De Carvalho, 1992:5).
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The validity of the IS/LM model as a reflection tife General Theoryis
greatly debated on a number of grounds. Hicks Hintsaitioned against
using his "skeleton apparatus"” without the use afidcal eye since his
methodology "remains terribly rough and ready sbsffair* (Hicks as cited
in Leijonhufvud, 1968:4). Cardim De Carvalho (1998)ints out that the
IS/LM model fails to attain its objective to sa#istorily compare Classic
theory with Keynesianism. Also, Hicks's approachalglishes simplistic
rationalizations as a matter of econometric coreseece which has no
theoretical significance, ignoring variables hetmhstant in the equations.
Coddington (1983) stated that since the paper windighed, 30 years of
experience in demand management policies haveigigét the intellectual
problem of scope, which led to Hicks' reappraisahis own theories on
Keynesian economics. The reconstituted reductistbol of thought also
attempted to address this question of scope, dsbwilelaborated in the
following section.

Reconstituted Reductionism

The reconstituted reductionist school of thoughts viast developed by
Patinkin (1956), who proposed that the essence @fnKsianism is the
"economics of unemployment disequilibrium and thatvoluntary
unemployment should be viewed as a problem of dymalisequilibrium
(Snowdon & Vane, 2005:71). Patinkin focused on ysiaf the existence of
involuntary unemployment in perfect competition lwitexible prices and
wages, which he concluded may occur in this sibmatiin Patinkin's
evaluation, particular attention is paid to the gpagth which markets can
correct and absorb shocks. This diverted the fpoadt of his analysis from
the degree of wage and price flexibility to thaus®f coordination.

The main characteristics of this school of thouglatve been
described as the following: the belief that the haeism out of equilibrium
behaves irrationally when left to its own devicée proposition that agents
must fend for themselves yet the "members of tleevdrpush each other
further away from full employment”; that the aucter is fictional; that in
disequilibrium false prices, signals and tradesugcthe issue of co-
ordination breakdown; that "dynamics depend oncéffe (money-backed
or credit-backed) demand not (Walrasian) notiomgthdnd"; how exchanges
are affected by money; the deviation-amplificatéhre to the multiplier and
how long-run recovery is problematic (Littleboy,91@334).

Two economists associated with the reconstitutegliatonism
proposition, R.W. Clower and A. Leijonhufvud, folled a similar approach
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to Patinkin, creating a "modified general equilibn® model along
Walrasian lines as a response to overcome theraéomgoned coordination
problem (Snowdon & Vane, 2005). However, Clower dradjonhufvud
differed in their interpretation of Keynes' workhieh materialized in a
‘family quarrel' about 'the expandability of thencept of equilibrium
(Coddington, 1983:226). Clower on one hand camewitp the so-called
‘dual decision hypothesis' which relies on the @pile that current income
affects consumer spending. He believed that Kelfiadghe concept of dual-
decision hypothesis and the household behaviowryhtat the back of his
mind when he wrote th&eneral Theory otherwise "most of the General
Theory is theoretical nonsense" (Clower as cite@addington, 1983:226).
The assumption that Clower presented here was#hates had a variety of
ideas that he did not include in the writing of tBeneral Theoryraising
speculation regarding what these omitted ideas .wéogvever, Coddington
points out that this "is a problem of reading ronauch between the lines as
off the edge of the page"; indicating that Clowerssumptions may have
been at times ambiguous in their nature (ibid).

Leijonhufvud, in his famou€On Keynesian Economics and the
Economics of Keynefl968) tried to prove that Keynes' theory is quite
distinct from the Keynesian income-expenditure tiieand tried to provide
a fresh perspective from which the income-expendittheory may be
reconsidered. He attempted this by undertaking arotlgh analysis of
Keynes’ ideas such as the role of money, the rélthe interest rate, the
relationship between th&reatiseand theGeneral Theoryrelative prices;
the importance of money and by looking at the Kajane revolution.
Leijonhufvud's exposition has been praised fogreat detail in presenting
logical requirements of the Keynesian system; pétiedisentangling the
misunderstanding in the neo-classical scheme aaddafg light on some
controversies such as the Pigou effect (Robins@®®9)L

Leijonhufvud built upon Clower's theme providing@o-Walrasian
interpretation that stresses the importance ofgeses and implications of
disequilibrium trading and coordination failure (Bvwon & Vane, 2005).
He outlines how the concept of 'involuntary unergpent’ arises from this
disequilibrium and offers an explanation on how @mpetitive market
economy behaves in the short-run to aggregate dgstascks when "wage
and price adjustments are less than perfectly Hleki criticising the
neoclassical synthesis (Snowdon & Vane, 2005:73).

However, Leijonhufvud's work is not immune to aisim.
Coddington (1983:228) commented that in Leijonhdfguattempts to hunt
for authenticity in th&General Theonhe falls back into "the realms of mind-
reading", and "fails to distinguish between thet jzasl the future, and treats
rentiers, workers and entrepreneurs all alike emsactors’ and ‘asset
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holders™ in his juxtaposition with the neo-class$itnodel that eliminates
money prices (Robinson, 1969:582). Furthermorejobbufvud's theories
have been criticized as "unfaithful to Keynes’ igis" that "misrepresents
Keynes on a number of issues" such as on the questif "the theory of
unemployment, the causes and consequences of wgadieyy the liquidity
trap, and the behaviour of commodity prices" (Jeakni983:31-43).

In their search for innovative approaches, bothwelo and
Leijonhufvud tried to set themselves the task afn&tructing a framework
that would provide room or scope for Keynesian @leé&Coddington,
1983:228), which led them to the conclusion thabiider to accommodate
these ideas, the process of disequilibrium tradingt be embraced and the
concept of equilibrium theorizing deserted. In Géovand Leijonhufvud's
reconstituted reductionism, it is evident that there attempting to explain
the problem of attaining equilibrium rather thae #iate of it, yet it does not
provide any practical solutions such as the hyira#leynesians did
(Coddington, 1983). Accordingly, Leijonhufvud's hoés "not so much
about the economics of Keynes as about the scopbeotconomics of
Keynes" leaving many questions unanswered (ibig:231

Conclusion

In this discussion, some interpretations of Keyr@@sheral Theoryhave
been considered. The fundamentalist approach atb&tze rejection of the
choice theory; the 'old-fashioned' hydraulic vigwss formal choice theory
foundations while the reductionist Keynesians toy "make room for
Keynesian ideas... by refocusing the market theordisaquilibrium states
whilst retaining the standard choice-theoretic fimtions" (Coddington,
1983:231).

In the field of economics, particularly macroecomcs, it is only
natural that with changes in experience and withi& economic climate,
debates surrounding economic theories alter dyraipiwith time and will
continue to do so in future. The era in which General Theoryvas written
was a completely different world from the curremep creating a further
divide between what Keynes tried to express andpthiat of view and
methodologies that economists living in the 21sttwey apply when reading
those 'Classic’ works. This leads to the developroka continual stream of
new perspectives. Multiple interpretations of tecdnomics of Keynes"
provide a great platform for discussion, foster gness and diversify
macroeconomic thinking, much to the benefit of fied; for there is
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nothing more stimulating to the mind than insigléned from intellectually
challenging debates.
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FRANKFURT OR LONDON? COMPARISON OF THE MONETARY
POLICY OF THE ECB WITH THAT OF THE BANK OF ENGLAND

MICHAL KOLESAR
Junior Sophister

Degpite the fact that central banks have similar objectives in
mind, it does not necessarily imply that the manner in which
these are achieved is identical. To demongtrate this, Michal
Kolesar compares and contrasts the monetary policy of the ECB
with that of the Bank of England. Common goals and targets are
identified, as are important differences in the practices and
tactics employed. He concludes that inflation expectations are
easier formed using the British model due to its recent history of
low inflation and clear communication methods.

I ntroduction

Economic models are like trends in fashion — thespne and go, compete
with each other, disappear and reappear againsiiglatly modified form,
only to be replaced yet again due to a new tren@donomic thought.
Central banking, due to its reliance on economiade® is no different.
Rules versus discretion, fine-tuning versus laigage, money growth
versus inflation targeting, employment versus pstability as a policy
criterion, role of transparency and credibility, gifapes of Phillips curves
have all been (and many of them still are) topiédely discussed among
monetary policy-makers, often without reaching eacl consensus. The
fashion today seems to be focus on inflation témgeand price stability,
clear and careful communication, operational indeljpace, and credibility.
By examining these recent fashion trends, concémgraon the Bank of
England (BOE) and the European Central Bank (E@ig,essay will try to
show that even though central banks may have comatpectives and
similar ideas on how best to achieve them, it does mean that their
conduct of monetary policy is necessarily simitapractice. In other words,
shooting at the same target using similar weapdo®s not imply that the
shooting technique is the same.
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Choosing the Tar get

Few people dispute the view that price stabilitgidt be one of the primary
concerns of central banks. It is the main objectfenany central banks
today, including BOE and the ECB. However, whatodiyawe mean by
price stability is not a clear-cut issue. The Goig Council of the ECB
defines price stability as inflation below 2%, maasl by the Harmonised
Index of Consumer Prices (HICP). In England, prtebility definitions
have been changed often. At first, inflation wasasuweed by the RPIX
(Retail Prices Index) minus mortgage interest paysmeand the target was
initially (in the period 1992-97) 1-4%. In 1997,ighwas narrowed to
2.51£1%. In 2003, the chancellor redefined pricéiitg as 2% inflation as
measured by the Consumer Price Index (CPI), whiadguivalent to HICP.
The target is symmetric, which effectively mearet tithe BOE tries to keep
inflation between 1% and 3%. The reason for thenghavas that the RPIX
is an arithmetic measure, while CPI is logarithniibus, CPI attaches less
weight to stores where prices have been risindasiest. Since most people
switch their consumption away from products in swgtbres, the new
formula is claimed to be superior (King, 2004). &side effect of the new
measure, inflation figures are lower, hence theaerdor lowering the target
by 0.5% (Lomax, 2004).

The question of whether or not price stability dbolie the only
concern of Central Banks is more controversial. [&/tlie Federal Reserve
Board of the US gives its priority equal to emplamh maximisation and
maintenance of moderate long-term interest ralesECB states clearly that
“price stability is top priority” (ECB, 2006:20). Ithough it does also say
that “the ECB should avoid generating excessivettiations in output and
employment” (ECB, 2004:44), the ECB stresses thaili only do so “if it
lies in line with the pursuit of its primary objeat”. (ibid) In this respect,
the ECB seems to be very monetarist. Indeed, itdigation The Monetary
Policy of the ECB is full of expressions like “what monetary policgn and
cannot do” (ibid:41), “monetary policy can only iaiately influence the
price level in the economy” (ibid:43), or “inflatiois ultimately a monetary
phenomenon” (ibid:42). These phrases seem to bentakraight out of
Milton Friedman’s famous papéthe Role of Monetary Policy (Friedman,
1968).

The BOE’s focus is similar. Although the Bank ofdfand Act
states that “the objectives of the Bank of Englahdll be to maintain price
stability, and subject to that, to support the ecoic policy of Her
Majesty’s Government, including its objectives §wowth and employment”
(Bank of England, 1998:25), the Bank maintains tiwhatle it can ‘rough
tune’ the economy, ‘fine-tuning’ variables otherahinflation, such as
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employment and output is impossible (Tucker, 20p&#&stly, we do not

know enough about the underlying structure and gnt@s of the economy
and secondly, macroeconomic data are far from gieafed are often revised
— we will be as successful as a jeweller repairmgwatch with a

sledgehammer. Thus, in practice, “the overridinglgs to secure low and
stable rates of inflation over the long run” (Lamtb2006:5).

Choosing the Arsenal

Two principal instruments to maintain price stdbilian be used. The first is
monetary targeting, advocated by the Monetaristgraby the Central Bank
targets the rate of growth of money supply. Theguaent was that if the
demand for money function is stable, then the \glazf money V is also
stable. By the quantity equation M V = P Y, througgintrolling the money
supply M, we can control the price level P. Howewepractice, “monetary
targeting can hardly be considered a success ettawgere often missed”
(Eiffinger and de Haan, 2004). In EU countries, thoe period 1975-98, the
average success rate (the percentage of cases thbetarget was not
missed) was only 31%. The reason for such a lowessgcrate was that the
claim made by Friedman and Schwarz (1963) thastieility of the money
demand is “another example of stability of basicnatary relations” is too
strong. Some authors (Bofinger, 2001) go as farsagng that money
demand is “notoriously unstable in the short ruffius, monetary targeting
was replaced in some countries by inflation targgti.e. targeting price
level growth directly.

The two-pillar approach of the ECB combines these
instruments. The first pillar comprises a ‘weakfrfoof monetary targeting;
it uses M3 as an indicator of medium-term risksfifgyger, 2001). The ECB
avoids the use of the word ‘target’, so more pedgjst compares the money
growth to a ‘reference value’ of 4.5% (Eiffingerdade Haan, 2004). There
are two reasons for including monetary targeting iIECB’s framework.
First is the strong influence of monetarist Bundesgb Second, some studies
have shown that money demand is relatively stahlethe euro-zone,
especially compared with the national demand (Beowvet al., 1997).
However, since there is still a lot of uncertairdgarding the issue of money
demand stability, a second pillar, which compriassessment of the outlook
of price developments, is also included (Eiffinged de Haan, 2004). Some
economists dislike the two-pillar approach on tlasib that it is not clear
what to do when the two pillars give contradicteignals (Boffinger, 2001).
However, since the rate of growth of M3 has cortstdreen overshooting
its reference value since 1999 (apart from a lpariod in 2000-01), it is
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guestionable how seriously ECB takes the firsiapi#t one might ask why
the ECB does not get rid of it completely.

Bank of England uses a much simpler framework. rAftenetary
targeting (1979-86), shadowing of the Deutschma886-90), and the ERM
(1990-92) failed to deliver low inflation and outpatability, with the ERM
dubbed ‘Eternal Recession Mechanism’ due to regessi the early 1990s,
it adopted inflation targeting in 1992. Since thisra lag of up to two years
between the change in interest rates and its effacprices, “inflation
forecast targeting” is probably a better name (Buck 2006:3).
Consequently, the role of expectations is very irtg, as the Bank needs
to know what inflation will be in one or two yeariime, given today’s
interest rates. Inspired by the new classical schibauses a “forward-
looking rational expectations” (ibid:6) model tdiggte it. A big advantage
of this approach is that it is resistant to strteftehanges in the economy, as
it focuses on the ultimate policy goal. A policygie based around an
intermediate target, such as monetary targetingldvoeed to be modified
whenever the structure of the economy changes (B2842).

Credibility

It is now widely believed that in order for mongtamolicy to be successful,
a central bank needs to be credible. If peopleshelihat, say, the Bank is
committed to bringing inflation down, they will adjt their inflation
expectations accordingly, and lower their nominages increase demands,
which makes it much easier for the Bank to succ&bdre are several ways
to improve a Bank’s credibility, hence the shoottaghnique and shooting
efficiency: history of low inflation, transparenend clear communication,
and independence. Let me examine each of thenmrin tu

A History of Low Inflation

A Bank of England study (Lombardelli and Salahe2803) found that

young people (who do not remember the high inffaperiod of the 1970s)
expect, on average, lower inflation than their ptgeDue to a good inflation
record in the last decade, inflation expectatianplied from bonds hardly
budged in the UK after the oil price increases(4 (Bean, 2002), since it
was believed that the Bank would contain price llénereases — which it

did, also thanks to low inflation expectations. Sbbntrasts starkly with a
similar scenario during the OPEC crisis in the 107thus, by succeeding to
keep inflation at bay, the Bank’s credibility wasdsted, which in turn helps
to maintain the inflation record (Lomax, 2004). ®e other hand, since the
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ECB is a relatively young institution, it cannotkéa advantage of its
historical record.

Transparency and Clear Communication

It is easier for markets to form interest rate etatons if they know how
the Bank determines them. Similarly, it is easratljust their inflation
expectations if the Bank explains at length whyais (or hasn’t) changed the
interest rate. This explains the focus on transparend accountability in
the institutional design of BOE. The 9-member MangtPolicy Committee
(MPC), which since 1997 has determined the intera&, is technocratic,
rather than representative, as is the case in dlisstfor example. This helps
to foster the belief that the members of the MPG@wkibest how to maintain
the inflation target. The minutes of the MPC meggirare published and
contain information on the votes of individual meardy who are publicly
accountable for their decisions. In 1997, the 1-dférval inflation target
was changed to a symmetric point target of 2.5 + d8bas to make
communication more straightforward (Tucker, 2006)inflation is above
2.5%, but within the band, the Bank will probabty to reduce it; if it is
outside the band, the Bank will certainly take nuees to bring it back
inside.

The ECB, on the other hand, does not score as w#tlough its
president, J.C. Trichet maintains that “a centrahlb should not only do
what it says, but also explain what it is doing'Cg, 2006:3), the unclear
target of ‘below 2% inflation’, and failure to egdh constant monetary
target overshooting are not exactly examples afotiffe communication. It
is also unclear why it has included the first pilla its policy framework,
after having seen it fail in many countries, mastably the UK in the 1970s
and 1980s.

Independence

Another important aspect of the Bank’s credibilgyits independence from
political influences. A politician cannot abuse matary policy by, say,
slashing the interest rates to boost the econorfydan election, and thus
jeopardising the Bank’s low inflation commitmentetd the ECB cannot
improve much. Since the Maastricht Treaty doesdefine what is meant by
price stability, the governing council of the ECBrrhulates its monetary
policy, which gives the ECB full goal independelig&finger and de Haan,
2004). The executive board, in turn, has full resiolity in its
implementation. Since neither the EU parliament, oy other body can
influence the board’s decisions, “the ECB mustgsesk or take instructions
(from anybody)” (ECB, 2006:14), it also has fullesptional independence.
This makes it the world’s most independent certiealk (Salvatore, 2002).
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The Bank of England also gained operational inddpece in 1997, when
the Chancellor ceased to have the power to inflieigine Bank’s interest rate
decisions. The Bank of England Act (1998) stillaies a clause that, under
special circumstances, the government has the ptoagive instruction on
interest rates to the Bank for a limited periodhaligh it is questionable
how this power can be used in practice. HoweverERIOes not have goal
independence — it is up to the Chancellor to defihat is meant by price
stability.

Summary

We have seen that, in broad terms, both the obgctind the instruments of
the ECB and the BOE are similar; price stabilitythe primary objective,
defined as HICP of about 2%, achieved primarily ibffation targeting.
However, there are some technical differences. &Vitle BOE has a
symmetric point target, it is debatable what exatiie ECB means by less
than 2% inflation. 1.9%? Or perhaps 1.7%? Secoridiy,also unclear why
the ECB retains its first pillar when the targets eonstantly overshot.

These communication problems become more acuteeveif
we look at them from the credibility and communicatperspective. It is
certainly easier for businesses to form rationélafion expectations about
the British rather than the eurozone economy. AsB®E's inflation record
since 1997 shows, it is then much easier to comftdtion if the public's
inflation expectations mirror the Bank's.
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THE IMF’'S TRANSITION FROM KEYNESIANSIM TO
MONETARISM AND ITS CONSEQUENCES

ROSSREYNOLDS
Senior Sophister

In this essay, Ross Reynolds examines the progresdithe
International Monetary Fund from its Keynesian letgngs to
the Monetarist nature it employs today. He considéow
effective the organisation has been in fulfilling @riginal aims
and the resulting consequences for the world ecgnoim
particular developing countries. He concludes thating in a
more advisory role, with less emphasis on US istsreand
international intervention, could lead to a morefeefive
organisation.

Introduction

The world was a different place in the summer of4.9hen John Maynard
Keynes and Henry Dexter White first met at BretWdioods to discuss the
beginnings of what is now known as the Internatidhenetary Fund (IMF).
The world was at war. The great depression hadromtwnly ten years
previously. Economics had only recently been shdkethe publication of
Keynes'’ classicGGeneral Theoryn 1936. There was no talk of globalisation,
or the environment and the world had not been daduh the storm that is
information technology.

These men met to create an organisation that wwelfd the world
to grow. This organisation would be given key rewibilities; promoting
international monetary cooperation, facilitatingeimational trade, lending
to those with short-term balance of payment diffies, encouraging
economic stability, promoting exchange rate stgbdind the establishment
of a multilateral system of payments.

The main question this essay will seek to answer iBow
successful has the IMF been in achieving thesesgmlout over sixty years
ago? Has the Keynesian doctrine that heraldedebabing of its existence
been changed? If this is the case, do new polgiesthe IMF a legitimate
chance of reaching the goals it set out in itscheti of Agreement?

181



THE IMF’ S TRANSITION FROMKEYNESIANISM TO MONETARISM
The Beginning to the Washington Consensus

Keynes arrived at Bretton Woods with a radical planan IMF equal to
half the world’s imports, a world central bank with own reserve currency
and the ability to create sufficient internatiornralserves where needed
(Power, 1995). Balance of payment deficits wouldfibanced by taxes on
surpluses in other nations meaning a reductiorebt groblems. It would act
as a countervailing balance to US economic power.

In fact Keynes’ plans were diluted by White's ovarrhula for the
IMF and further still by US support for White, i#e IMF would promote
trade in a way to preserve the central role ofUSein international finance
(Boughton, 1998:4). However crucially, the IMF wseat up to deal with
problems using Keynesian economic ideas. Keynegtakbeliefs were that
macroeconomic equilibrium is consistent with invalary unemployment
and that national income depends on the volume ropl@éyment. He
hypothesised that markets alone are insufficientthe state should have a
prominent role in guiding output and employmenttieir optimum levels.
(Snowdon and Vane, 2005:58) Consequently, the gowvent should be
encouraged to use counter-cyclical fiscal policies, deficit spending in
recession and limiting of inflation in boom timesl this was given a short-
term focus, as Keynes famously believed that “ia ltng run we are all
dead” (Keynes, 1971:65). Thus the institution wat 8p to pressure
countries into striving for full employment and fwovide liquidity to
countries facing downturn. The IMF was an instdntiset up to deal with
market failure

So what of today, has the IMF changed its philogagid policies?
It would seem so. Many refer back to the early B98then Margaret
Thatcher and Ronald Reagan took power in the UK@8dand preached a
free market mantra (Palast, 2002:149). The resulttifie IMF was the
implementation of the now much-derided ‘WashingBomsensus'.

The encompassed ideas changed the nature of thefridif an
organisation attempting to correct market failtoeone preaching the values
of free markets. Despite the Washington Consensiisgbbased on an
implausible model of a market economy that assupegfect information,
perfect competition and perfect risk markets (84g2006:28), this set of
guidelines was quite literally taken as fact by thMF. The Washington
Consensus consisted of a few main policies thahtcies who borrowed
from the IMF had to implement as part of ‘Structur&djustment
Programmes’ (SAPSs), or more recently ‘Poverty R&dncGrowth Facility’
(PRGPs).
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Under the Washington Consensus countries are estjtor
* Privatise state companies
e Liberalise capital markets
« Employ a market pricing system
e Deregulate trade
e Cut balance of payment deficits (Hanhel, 1999:52)

The IMF and Monetarism

These policies are clearly opposed to the fundaamhevdlues Keynes
espoused in 1936. Keynes believed in concentratingthe short run;
spending in order to stimulate an economy in r@oasand for the
government to have a large role in aiding economgetich full output and
employment. New Keynesians also add real-world mfegéions into the
mix, for example imperfect information. (Snowdondaxane, 2005:360)
The policies engaged in by the IMF can arguably tized more to
Monetarism then to Keynesianism. Monetarism isthuplon the notion that
the market is stable in the absence of unexpedtadiges in the money
supply, meaning no government intervention is neggliiMonetarists see the
supply and demand for money as the primary meanshigh the economy
is regulated and that economies should focuprioe stabilityas the main
objective. (Snowdon and Vane, 2005:173). The IMfns to have
subscribed to this view of price stability, as fegsures countries to raise
interest rates in order to reduce inflation. ($zgl2002:96)

Monetarists argue that restraint of government dimgnis the most
important target to restrict excessive monetaryaagn, which invariably
results in inflation. Here we can see a huge cayarare with IMF policy
that has made reducing government spending andngubialance of
payment deficits a cornerstone of its programmegttig government
spending has often resulted in increased poverty suffering for the
poorest people in developing countries. In the ads®lalawi in 2002, the
IMF forced the country to sell its surplus graimpglies for foreign exchange
just before famine struck. Out of necessity, theegpment imported food
from abroad. However this move out the countrytaftk in cutting its
balance of payment deficit, and so the IMF suspérald to the country.
(Petifor, 2002)

This has led some economists to tar the IMF witlnesdrush as
monetarists, criticising “the disciples of Miltorri€dman and of radical
market reforms, who paid little attention to theciab and distributional
consequences of policy.” (Stiglitz, 2002:167)
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IMF Policy- Success or Failure?

Many of the policies that the IMF pushed...have dbaoted to
global instability. (Stiglitz, 2002:15)

Many academics are of the opinion that the IMF's/ imolicies have done
more harm then good, particularly in the last 2@rgeas the IMF has made
lending to help solve balance of payment problgmmain focus. So why is
this?

The IMF and Politics

An organisation such as the IMF, which was bormdocentrate on global
monetary matters to benefit all, should not be useathy way as a political
tool; in fact, this is not the case. During thenfiation of the IMF in 1944,
the US received 17% of voting rights. As an 85%imium was required for
major voting decisions, the US was effectively giveveto. US dominance
does not end there; there are many examples afritlablicymaking in US
interest:

1. In Russia in 1995 the IMF insisted on instant pisation despite
the certainty of such a move resulting in corrupteEnd money
being smuggled from the country. Added to this wasrge loan
just before elections were held. This did not acthe interests of
the Russian people, yet it helped get the White Sdeapproved
Boris Yeltsin re-elected, by postponing the ondeuge amounts
of inflation and the subsequent economic collap&gtiglitz,
2002:242)

2. On many occasions the IMF has been accused ofingadut’
Western banks when debtors appear unable to payexample in
Argentina in 2001 a $20 billion bailout package vggen to the
country. However as Argentina owed $128 billionjween the
interest owed and the 16% risk premium chargedatheunt due
was $27 billion. The money never left Washingtord ament
directly to the Westernbanks. (Palast 2002:160)

With this in mind, how can the IMF profess to bgrtg to achieve the goal
of international monetary cooperation? If it doest rfunction as a

multilateral institution but rather as one actimgtihe monetary interests of
the US, then this is simply an unreachable target.
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Conditionality

This refers to the stipulations forced upon coestin order to qualify for an
IMF loan, i.e. SAPs (or PRGPs as they were renante) to the

Washington Consensus. The IMF has been criticisetlindly applying the

same criteria to all countries and crises. Themverwhelming evidence to
back up this claim (Mussa and Savastano, 1999).

It seems that “any country capable of meeting swttingent
requirements is already a developed country thammseNaim, 2000:92).
In other words a developing country does not hawe monetary and
banking structure or quality of institutions to seed in implementation,
meaning IMF reforms often perpetuate poverty anequmlity (Welch,
2000). One wonders how Less Developed Countrie®8)Cmany of which
depend on agriculture and natural resources famma; benefit by allowing
competition against highly subsidized US and EU dfomarkets for
example? The type of trade is crucial to LDCs. Tieed to end their
dependency on the primary goods that some hawedrefi for the past thirty
years. This critical point is not addressed byIME (Lockwood, 2005). In
no way is this the ‘balanced growth’ set out aargdt by the IMF; balanced
growth is gradual and, as history shows, beginsh&r domestic market.
When new competition from abroad and reduced gowent spending are
taken into account, the likelihood of growth is ilied.

The most successful developing countries, such lagaC began by
building their economies behind protectionist pekc before slowly and
cautiously opening their doors to the world. Thestlie exact opposite of
what is preached by the IMF and echoes a returketgnes’ concept of
intervention.

The Never-ending Cycle

The integral problem is that, despite IMF prograosially reducing growth
rates (Dreher and Veubel, 2004), countries havehwice but to accede to
IMF demands. Once indebted, it is impossible tegdunds anywhere else
without accepting IMF conditions; the alternatigeheing frozen form the
world economy. There is in fact a positive corrielatbetween the number
of conditions per program and the prior use of itréidid:26). These
countries are stick in a vicious cycle; the lontery borrow from the IMF
the less chance they have of overcoming debt pmahléncreasing the
power of the IMF over these countries.

The only policy to negate this is to build up ressrto avoid the
use of the IMF. This can be seen in East Asia whetmtries are wary after
the policies that exacerbated the crisis in the 1&90s. Other countries such
as Brazil and Argentina are fully repaying theiaris ahead of time in order
to be free of the IMF (Bello, 2006). This represeafcrisis of legitimacy for
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the IMF. Its returns from loan repayments and egéewill be lower in years
to come, meaning funding will have to be found wisere. Thus one of its
main functions, lending to countries with balandepayment difficulties,
will be worth less.

The Future of the IMF- Back to Keynes?

Ideology

So what now for the IMF? Is there still a positrede it can play or should it
quite simply be abolished? The opinion that it vdobe “...unwise for the

fund to disengage...unless there are fairly compgHleasons to believe that
the fund’s role could be better played by othemages” (Bird, 2005:40) is

the most sensible one. The IMF should narrow tlopeof its operations to
surveillance and lender of last resort activiti€alfallero, 2003:32). It has
placed itself on an ideological podium, pronounangonetarist free market
perspective to be the one and only way forward. Wag each decision

should be made is to take into consideration thdteéalthy, well-fed, literate
population...is the most intelligent economic cho&eountry can make.”

(George, 1990:235)

Even countries in crisis with their own economigadbund alternative
plans, such as Ecuador and Bolivia in the 1990s, raot allowed to
implement them (Stiglitz, 2006:146). Could it not possible that those
closest to the problem have the best solution tbiGffering governments
greater discretion, while still monitoring perfornece and offering technical
and procedural advice, would seem to be the wawdat. Structural
conditionality would be more fully self-designedifd@® 2005:44). In simple
terms, the IMF should move from being an organisasimply promoting
one economic idea, that of the free market, and ato account alternative
economic strategies. It should be a facilitatot,andirector of operations.

SDRs — A Multilateral System?

One of Keynes’ original ideas was for the IMF tovéats own reserve
currency, which he called ‘Bancor’. This was pragmbdo be fiat money,
meaning it would only exist in bookkeeping entriasfunds’ banks. His
contemporaries originally scorned the idea. Howgwelimited version of
this idea was implemented some decades after hth @@th the creation of
Special Drawing Rights (SDRs). The problem is tBBRs today are worth
only 3% of the world’s liquidity and are limited the world’s wealthiest
countries.
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There is an argument for the creation of a globakrve system to replace
the two-currency reserve system we seem to be maawards (Stiglitz,
2006:260). The IMF could provide this fiat moneyatt as reserves, which
countries could exchange for currency in timesrafi€ This system would
alleviate the growing problem of a global systerdarg on the increasing
debt of the United States. One of the greatestradictions in the world’s
financial system may also be rectified. The IMFars organisation largely
controlled by the US, yet the stringent IMF polio¥ limiting balance of
payment deficits is not being followed by the U&If. Its trade deficit and
overall balance of payment deficit shows no signabfting. A global
reserve system would go a long way to helping teesthis.

Conclusion

The IMF needs to take a few steps back and redisdbe role of being the
“ballast that stabilized the global economy” (Powém©95). Although
Keynes believed in intervention, his was a beliefijovernment intervention
rather then by an international organisation mardess controlled by the
US. The IMF should assist governments in runningjrtieconomies, not
force them into certain policies that lack proofsotcess. Keynes'’ ideas are
being taken on board more so by developed countrés/thing, despite the
monetarist nature of the European Central Bank #med likes of Alan
Greenspan. For example consider the actions of RdthClinton and
George Bush; spending to try to stimulate the eognand campaigning on
a platform of trying to reach full employment. Rikadalinton’s motto of
simply ‘Jobs, Jobs, Jobs'. (Stiglitz, 2002)

The question over what would have transpired if Itti€ had let
countries in difficulty use Keynesian counter-cgali expansionary policies
to emerge from a recession rather then tightettiegnoose on spending,
will remain. Would Argentina have crashed in 200¥8uld the East Asian
crisis in 1997 have been so severe? These ardansesgte can but guess the
answer to. Our objective should be to look to thwure and ensure the
people of the world, particularly those less foeten then us, are not
restrained in any way by corporate or foreign iests. The world must
avoid the mistakes of the past to ensure its future
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WHY MIGHT SHARE PRICES FOLLOW A RANDOM WALK?
SAMUEL DUPERNEX
Senior Sophister

The Efficient Markets Hypothesis no longer holds the impervious
position in finance it once did, Consequently the assumption that
share prices follow a random walk is how uncertain. Samuel
Dupernex defines and discusses the random walk model,
outlining its relationship to the efficiency of markets. Empirical
evidence is used to investigate the arguments for and against the
model.

Introduction

As recent as 30 years ago, the efficient marketotigsis (EMH) was
considered a central proposition in finance. Byrtiid-1970s there was such
strong theoretical and empirical evidence suppgtttie EMH that it seemed
untouchable. However, recently there has been agrgamce of counter
arguments refuting the EMH.

The EMH is the underpinning of the theory that sharices could
follow a random walk. Currently there is no reabaer to whether stock
prices follow a random walk, although there is @asing evidence they do
not.

In this paper a random walk will be defined and soof the
literature on the topic will be discussed, inclglinow the random walk
model is associated with the idea of market efficie Then the arguments
for and against the random walk model will be pnésé. It will be shown
that, in some cases, there is empirical evidencthersame issue that could
be used to support or challenge the theory.

Random Walks and the Efficient Market Hypothesis

As mentioned above, the idea of stock prices falhgwa random walk is
connected to that of the EMH. The premise is thatestors react
instantaneously to any informational advantagesy theve thereby
eliminating profit opportunities. Thus, prices apsafully reflect the
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information available and no profit can be madenfrimformation based
trading (Lo and MacKinley, 1999). This leads toamdom walk where the
more efficient the market, the more random the seqe of price changes.
However, it should be noted that the EMH and randesiks do
not amount to the same thing. A random walk oflsfmices does not imply
that the stock market is efficient with rationaléstors.
A random walk is defined by the fact that price s are independent of
each other (Brealey et al, 2005). For a more teethiefinition, Cuthbertson
and Nitzsche (2004) define a random walk with d &) as an individual
stochastic serieX; that behaves as:

X, =0+ Xt € £ ~1d (O, ng)

The drift is a simple idea. It is merely a weighsaerage of the probabilities
of each price the stock price could possibly mavintthe next period. For
example, if we had €100 and this moved either 3uplbr 2.5% down with
P=0.5 for each case, then the drift would be 0.2&8lgulated by (Brealey et
al, 2005):

0.5(0.03) + 0.5(-0.025) = 0.0025 = 0.25%

However, even though it is useful, the model igetestrictive as it assumes
that there is no probabilistic independence betweensecutive price
increments. Due to this, a more flexible modelethlthe ‘martingale’ was
devised. This improved on the random walk modeit @an “be generated
within a reasonably broad class of optimizing metifleRoy, 1989:1588).

A martingale is a stochastic varialewhich has the property that
given the information se&®,, there is no way an investor can @eo profit
beyond the level which is consistent with the riskerent in the security
(Elton et al, 2002).

The martingale is superior to the random walk bseaiock prices
are known to go through periods of high and lovbtilence. This behaviour
could be represented by a model “in which successbdnditional variances
of stock prices (but not their successive levels)msitively autocorrelated”
(LeRoy, 1989:1590). This could be done with a madie, but not with a
random walk:

Fama (1970) stated that there are three versioafiicient markets:

! Samuelson (1965) proved this result.
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1. Weak-form: Q comprises of historical prices only, meaning that
not possible to earn superior risk adjusted prafitéch are based
on past prices (Shleifer, 2000). This leads to thedom walk
hypothesis.

2. Semi-strong form: Q includes historical prices and all publicly
available information as well.

3. Srong form: “Q is broadened still further to include even insider
information” (LeRoy, 1989:1592).

Each of these forms has been tested and some ofghks of these studies
will be discussed later in the paper. As the strdoign is considered
somewhat extreme, analysis focuses on the weakeandstrong forms.

Arguments against the Random Walk Model

There has been myriad of empirical research dote whether there is
predictability in stock prices. Below, a summarytlod main theories will be
presented.

Short-Run and Long-Run Serial Correlations and MeanReversion

Lo and MacKinley (1999) suggest that stock priceorshun serial
correlations are not zero. They also propose thtta short-run stock prices
can gain momentum due to investors ‘jumping onkthedwagon’ as they
see several consecutive periods of same directime pnovement with a
particular stock. Shiller (2000) believes it wasstleffect that led to the
irrational exuberance of the dot-com boom.

However, in the long-run this does not continue anthct we see
evidence of negative autocorrelation. This has lokedaibed ‘mean reversion’
and although some studies (e.g. Fama and Fren88))L®und evidence of
it, its existence is controversial as evidence hat been found in all
research.

Chaudhuri and Wu (2003) used a Zivot-Andrews setigietest
model to increase test power, thus decreasingiktkéhlood that previous
results were a result of data-mining and obtainetteb results. To date, this
method has not been widely adopted.

Market Over- and Under-reaction
Fama (1998) argues that investors initially over uwder-react to the
information and the serial correlation explained\abis due to them fully
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reacting to the information over time. The phenoaomerhas also been
attributed to the ‘bandwagon effect'.

Hirshleifer discusses ‘conservatism’ and arguest thander
appropriate circumstances individuals do not chahgg beliefs as much as
would a rational Bayesian in the face of new evadEn(Hirschleifer,
2001:1533). He asserts that this could lead to -oe&ction or under-
reaction.

Seasonal Trends

Here, evidence is found of statistically signifitadifferences in stock
returns during particular months or days of the kvdée ‘January effect’ is
the most researched, but Bouman and Jacobsen (2302find evidence of
lower market returns in the months between May @atbber compared
with the rest of the year.

One problem with finding patterns in stock markeivements is
that once found, they soon disappear. This seerhaue been the case with
the January effect, as traders quickly eliminatey @rofitable opportunities
present because of the effect.

Size

Fama and French (1993) found evidence of correldigtween the size of a
firm and its return. It appears that smaller, ppshmore liquid firms, garner
a greater return than larger firms. Figure 1 shthesesults:

Figure 1. Average monthly returns for portfolios famed on the basis of
size (1963-1990)
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However, it should be noted that the results may aszurately reflect
reality, as this size trend has not been seen fthermid 1980’s onwards. In
addition to this, the beta measure in the CARMy be incorrect, as Fama
and French (1993) point out. The market line wafaat flatter than the beta
of the CAPM would have you believe. An illustratiohthis can be seen in
Figure 2 below, where the market line should foll@it of points 1-10.

Figure 2. Average Premium Risk (1993-2002), %
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Dividend Yields

Some research has been done on the ability oflirdividend yields to
forecast future returns. As can be seen from thgerEi3, generally a higher
rate of return is seen when investors purchase rikanaasket of equities
with a higher initial dividend yield. It should beted that this trend does
not work dependably with individual stocks.

2 Capital Asset Pricing Model
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Figure 3. The Future 10-Year Rates of Return Whent8cks are
purchased at Alternative Initial Dividend Yields (D/P)
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However, Malkiel (2003) notes that as dividend ggelare intrinsically

linked with interest rates, this pattern could hee dnore to the general
economic condition rather than just dividend yielddso, dividends are
becoming replaced by things such as share repwcheasemes, so this
indicator may no longer be useful.
Shiller looked at how dividend present value wdategl to stock

prices. There seemed to be very little correlatiéor. example, during the
bull market of the 1920s, the S&P Composite Indaxé¢al terms) rose by
415.4%, while the dividend present value increasednly 16.4% (Shiller,

2000). The results are seen in Figure 4 below:
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Figure 4. Stock Price and Dividend Present Value:871-2000
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Value vs. Growth Firms

It has been noted by mahyhat in the long-term, value (low price to
earnings (P/E) and price to book-value (P/BV) stifirms tend to generate
larger returns than growth (high P/E and P/BV stifirms. In addition,
Fama and French (1993) found there to be good eafuey power when the
size and P/BV were used concurrently.

Fama and French (1995) then took this idea furdmgl asserted that there
are 3 main factors that affect a stock’s return

1. The return on the market portfolio less the risgtefrate of interest.

2. The difference between the return on small anceléirgn stocks.

3. The difference between the return on stocks wiilh Hbook-to-
market ratios and stocks with low book-to-marketosa (Brealey

and Myers, 2005)

These arguments are powerful and could lead pagomleubt the EMH and
random walks, assuming that the CAPM is correctwéier, as Malkiel

% Hirshleifer (2001), Malkiel (2003) and Fama andrigh (1993), among others

“ This is part of the arbitrage pricing theory, whitoes not assume that markets are efficient.
Instead it assumes that stocks returns are linegldyed to a set of factors, and the sensitiaty t
each factor depends on the stock in question
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(2003) points out, it may be that the CAPM faildd&e into account all the
appropriate aspects of risk.

Arguments for the Random Walk Model
Shleifer (2000) identified three main argumentsEMH:
1. Investors are rational and hence value securiigsmally.

2. Some investors are irrational but their tradesranglom and cancel
each other out.

3. Some investors are irrational but rational arbigtag eliminate
their influence on prices.

If all these exist, then both efficient markets aolck prices would be very
unpredictable and thus would follow a random walk.

Brealy and Myers (2005) employed a statistical tesassess the
EMH by looking for patterns in the return in sucsigs weeks of several
stock market indices.

Figure 5. Scatter diagrams showing the return in sccessive weeks on
two stock market indices between May 1984 and May0R4
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Some of the results appear in Figure 5 and showstlmo correlation in the
returns.

Event Studies

Event studies help test the semi-strong form ofEMH. One such study
examined how the release of news regarding possitdeover attempts
affected abnormal returns. The results, illustrddelbw in Figure 6, showed
that:

e Share prices rose prior to announcement as infosmét leaked.

e Share prices jump on the day of announcement.

e Share prices steadied after the takeover, showmigiews affects
prices immediately.

Figure 6. Cumulative abnormal returns of shareholdes of targets of
takeover attempts around the announcement date
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In another study, Scholes (1972) observed how gri@acted to non-
information by seeing how share prices reactedigel share sales by large
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investors. This study is important as it directlyats with the issue of the
availability of close substitutes for individualcseities.
Scholes finds they lead to small price changestlaaidthis could be

due to negative news regarding the share sale., Theigesults support the
random walk theory.

Predictability of Technical Trading Strategies

Fama (1965) found evidence that there was no leng-profitability to be
found in technical trading strategies. Malikiel (&) supports this view and
provides us with evidence, such as Figure 7, thaterften than not traders
find it difficult to perform better than the benchrk indices. When they do,
their success is often not repeated in the long-run

Figure 7. Percentage of Various Actively Managed Fds
Outperformed by Benchmark Index 10 Years to 12/31/D
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Source: Malkiel, B. G. (2003:79)

5This is central to the arguments of arbitrage }EMH, as the theory states that ‘a security’s

price is determined by its value relative to thiat®close substitutes and not on market supply’
(Shleifer, 2000)
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On the other hand, why are there investors witthstigated tools if their
efforts are futile? This does seem to be the probplas clearly rational
investors would not invest if they could not ‘béa¢ market’. Indeed there is
evidence to support this point of view. Lo, Mamaysind Wang (2000)
found that “through the use of sophisticated noapestric statistical
techniques... [analysts] may have some modest preglippwer” (Malkiel,
2003:61)

Mis-pricing

There are many theories that assume mis-pricing-pgvicing does not affect
our belief in the EMH or random walks so long a® throfitable

opportunities are small or they are the result aibligc information being

misunderstood or misused by everyone.

Conclusion

As many of the results have contradictory evidericés very difficult to
come to a conclusion. Data mining is certainly abfgm, as one can
manipulate data to support their findings. Alsonsnaf the results could be
due to chance.

It has also been suggested by Conrad that the regden cross-
sectional predictability could be due to “missimgkrfactors in a multifactor
model ... [and conclude that the] pricing errors peFsuasive evidence
against linear multifactor model and therefore diiver types of models, or
they are evidence of data-snooping biases, sigmifienarket frictions, or
market inefficiencies” (Conrad, 2000:516).

However, evidence suggests that markets are tortairceextent
predictable. This does not mean that there are royutes for arbitrage
though, because these would soon be exploited t@rd vanish. In the real
world (with taxes, transaction costs etc.) you bame some predictability
without there being profitable opportunities.

It seems that stocks do approximately follow a candwvalk, but
there are other factors, such as those discuss&a@ig and French (1995),
which appear to affect stock prices as well.

Studies on random walks and the EMH are importastthey can
give us some information on the relative efficierafymarkets. The EMH
can be used as a benchmark for measuring theegftigi of markets, and
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from this we have at least a rough idea as to vandtie stocks are likely to
follow a random walk.
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APPROACH
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The influence of money on monetary policy has wameecent
years. Andrew Maguire explores the potential relvigé its
status. Through his analysis of the BIS hypothasid the
resulting connotations, he investigates the fuithiallenges for
monetary policy. He suggests that the two-pillarpa@ch
employed by the ECB may be the ideal model requireemedy
the failings of the BIS hypothesis.

Introduction

Inflation is always and everywhere a monetary phgmon - Friedman’s
(1963) famous one-liner has exerted varying degoéedluence throughout
the years. It is now broadly accepted that it hadly over the long run in
accordance with the neutrality of money princlples such money has since
declined in its standing within monetary policy.iFkwvas clearly illustrated
last year by the Federal Reserve Board when itpsipublishing figures
for M3 growth, seeing it as a pointless task.

However, there is an increasingly coherent angeetable body of
work that seeks to question the wisdom of thisatégj@ of money. This is
not just based on an innate unease of relying omeyless models. It stems
from concerns grounded in the possibility that éeenomy may once again
be facing changing and evolving conditions whickenthe potential to test
the limits of the prevailing conventional theoryhel most consistent and
articulate description of this ‘new environment’payhesis is presented by
work emanating from the Bank of International Sstténts (BIS). (Borio,
2006)

The BIS has been arguing that due to the intenactfaa number of
forces acting on the global economy, conventionahstimer Price Index
(CPIl) measurements are increasingly incapable dfcating pressures

! Whereby changes in the money stock only affectinahvariables such as prices, wages and
exchange rates, while leaving real variables, sisobutput and unemployment, unchanged.
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stemming from imbalances and overheating or, astleabalances are
instead first seen in the financial and asset ntankdile undetected by the
CPI. This can have important consequences botmfmmetary policy and
wider macroeconomic stability.

I will look at this hypothesis and consider itspimations for
monetary policy, in particular looking at the twoosh widely supported
responses of monetary policy to the new challeffgesd. These challenges
are dealing with, or avoiding, the problems thatrsfrom the build up and
sudden reversal of imbalances such as equity,tceedi house price booms
or ‘bubbles’. Of the possible responses | see ilgaagainst the wind’ by
central banks as potentially the most successfuill then briefly turn to the
European Central Bank’s (ECB) two-pillar monetaojigy and discuss how
this might actually be a ready made solution to iheblems identified by
the BIS. This may be so in that the ECB approaalids open the possibility
of pre-emptive corrective action based on warniggals that can be found
in the monetary analysis pillar of the ECB approaalrthermore, it does so
with relatively little risk. In this context the twpillar approach, despite
recent criticisms, may not be obsolete just yet.

BIS Hypothesis
The hypothesis presented by the BIS is essentially:

...that changes in the financial, monetary and reahemy regimes
worldwide may have been subtly altering the dynanoicthe
economy and hence the challenges that monetargradéntial
authorities face. (Borio, 2006:3)

This view rests on the effects of three main fordemncial liberalisation,
the establishment of credible anti-inflation momgtaolicies and ‘real-side’
globalisation. It is not doubted that these forees beneficial, however
when taken together they may be affecting the dlodb@onomy by
challenging existing relationships and mechanidmshis context, runaway
inflation may no longer be the key structural gk central banks to worry
about, “rather it may be the damage caused by theénding of financial
imbalances that can build up over the longer expanghases of the
economy” (Borio, 2006:%) Such imbalances have not been uncommon;

20f course what central banks really care abouspeeific objectives as defined in their
mandate, although of relevance in this debatell legive aside discussion of how specific
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stock and asset price booms, exchange rate cdeebning risk premiums,
speculative capital flows, current account imbagemexcessive credit and
liquidity growth and financial market instabilityrea all well recognised
conundrums of the modern ‘new econofnyh particular, such imbalances
can build up undetected by conventional measurdsiram climate where
they are given too little attention by policymakers

Financial liberalisation and innovation, partialja since the
1980's, has undoubtedly improved the allocatiomesburces and increased
the efficiency of the market mechanism. Nonethelé#sbas also greatly
increased access to credit, transforming the ecgrioom being income-led
to driven by asset-backed wealth. Such an econaminhierently more
susceptible to booms and busts, in fact such cy@aesbecome somewhat
self-reinforcing.

The subduing of inflation has followed a long drawut battle to
institutionalise price stabilising mechanisms ire tftorm of independent
central banks and the ‘inflation targeting’ appteachis has undoubtedly
been a great success. However, financial imbalacaesstill build up in a
low inflation environment as the experience of Japas showh Moreover,
there is the possibility that victory over inflatithas led to a sort of ‘victors
curse’ whereby inflation expectations are now sepfieanchored that prices
and wages are ‘sticky’ to the extent of delayinfjationary pressures. Not
only this, with no apparent need to tighten monetaslicy central banks
may unwittingly be accommodating a cumulative buifdof imbalances via
continually low interest rates. This has been terntbe ‘paradox of
credibility’ by Borio (2006).

‘Real-side’ or deeper integration of world produatd labour
markets have also played a role in lowering infladiry pressures. It is
intuitive if globalisation is thought of as a serief positive supply-side
shocks. Increasing competition in all markets lehiced the pricing power
of firms while increasing competition in the labouarkets has helped keep
wage pressures and labour costs somewhat subduedthermore, the
increasing pace of technological change and reguftroductivity growth,

objectives of central banks might condition or dirtheir thinking on the place of financial
imbalances and monetary aggregates in monetargypoli

®The term ‘new economy’ has come to mean the reltinflation proof, fast growing
economy that some think has emerged as a direseqaence of globalisation, technological
progress and other dynamic forces that began todtikct in the latter years of the 20th
century.

4 Japan suffered a bubble and subsequent collafm®tirequity and real estate prices in the late
1980s during a period when CPI was relatively seddu

® This competition stemming in large part from thereased incorporation into the global
economy of previously closed off economics sucthagormer Soviet Bloc, China, India and
other developing nations
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partly necessitated by the stronger competitiorudpind on by globalisation,
has also tended to mask inflationary pressurestoSchas the impact of
global supply chains in business. Indeed the pasiupply-side shocks of
increasing globalisation may reinforce central barddibility via the lower

inflationary pressures.

The net result has been an increase in what ti& dalls the
‘elasticity’ of the economic system - its abilitp absorb and accumulate
imbalances up to a point where this expansion saaggjives way to crisis.
This increase in ‘elasticity’ only means that whée snap does come the
results could be more painful. The BIS presents fileces of evidence that
seem to support their hypothesis:

e The pattern of financial booms and busts since financial
liberalisation is illustrated through the use of an aggregatetass
price index which can be shown as correlated todicre
developments as presented in Figure 1 of the ajpend

e The predictive content of financial imbalances is highlighted by
use of ex-ante real time statistics to try and jotedr indicate
imbalances. The results are based on simple measote of
credit, asset price and foreignh exchange rate géreres from trend
values. The conclusion is that “a credit gap ouatb4 percentage
points and an asset price gap of 40 percent prothde best
combined threshold values” (Borio and Lowe, 2002:Ibhese
indicators are powerful enough to predict, ovelnraé year horizon
before the crisis, 55% of the crises while providiialse signals
only 6% of the time.

» The coexistence of financial imbalances and low inflation: Again
Japan in the late 80s and early 90s is a keyriditish. Even where
crisis has not occurred, financial imbalances hat been
observed alongside low inflation. For example Chhes even
witnessed falling CPI while asset prices have sharet to mention
the recent stock market volatility there that haatsshockwaves
throughout the world. Indeed soaring asset prigesgticularly
house prices, have not been uncommon across muctheof
industrialized world while inflation has remainagbslued.

e The implications of globalisation for inflation: These point to

evidence that increasingly domestic measures datioh alone
may not be enough. A scatter plot shows “that @véarge set of
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industrial countries there is an economically andtistically
significant impact of global slack measures onaitidin” (Borio,
2006:12). The conclusion is that with increasedegnation of
product and labour markets global slack may be lsmpipg
domestic slack as a key indicator of inflationarggsures.

» The signs of policy accommodation: Here econometric analysis is
carried out to show how policy may have been accodative. It is
suggested that policy has responded asymmetritalijnbalances
as they unwind and not as they build up, thus dmuting to
excessive cumulative expansion in times of grovithey also
suggest that rates have continually been at loweds eof
‘reasonable’ Taylor rule ranges, possibly out déar of deflation
(even if it is of the ‘good’ supply-side kind).

Implications

The implications of the hypothesis, although nat & well understood as
the hypothesis itself, are nevertheless profoundbdédh monetary policy and
prudential (financial market) regulations. For thepose of this paper, | will
confine myself to looking at how monetary policygimi better cope in this
new environment and in particular assess two regmithat have gained
most support.

Conventional View - Do Nothing

The ‘conventional view' holds that no extra action monetary policy
should be taken in response to financial imbalaacgisthat monetary policy
should only respond to imbalances or asset pricesoifar as they affect
future CPI through the regular transmission medrarof the wealth effett
Furthermore imbalances should be left to correetmidelves, as the central
bank is not the arbiter of the correct level ofetggices. It cannot assume to
have more information or better-processed inforomatihan the market,
which is what interference would imply.

® Whereby changes in asset valuations will affecppes real, or perceived, ‘wealth’. As a
consequence a positive wealth effect will induecgeased consumption and hence may place
upward pressure on CPI.
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The moderate version of this viéaccepts imbalances do arise but
rejects that there is anything monetary policy oarshould do about them.
Perhaps the most visible proponent of this viewhes US Federal Reserve,
current governor Ben Bernanke feels regulatory psvetould be used if
imbalances arise and monetary policy only usedrdwige liquidity in the
event of crisis (Bernanke, 2002). After all, agzete booms and busts are
usually due to deeper structural problems and ah #uis foolish to use
monetary policy to try and resolve these problehgreover, responding to
asset price rises that are out of line with fundatae (the difficult
calculation of which further supports the convemtibview) in a climate of
low inflation implies a monetary policy that is tdight in the sense that
inflation targets may be undershot and disinflgtipassibly even deflation
may result. There is also huge informational rezments and uncertainty
surrounding how monetary policy will be respondedRosen (2006) points
to the ineffectiveness that small interest rateréases would have on
investors banking on returns of over 10% and highera bubble would
imply. Not only this but central banks are no longee only source of
liquidity in town and as such their ability to eveonstrain bubbles is
guestionable.

This approach, as practiced by the Fed, has camengan
asymmetric responses to imbalances as the probieaisarise when a
bubble does eventually burst are seen as too tgemtoid. Yet when such
imbalances are building up, policy does not respdfallowing the stock
market crash of 2000, Federal Reserve chairman Seenspan quickly
intervened with excessive liquidity in order to ‘map’ the problems
brought about by the collagseAlthough successful in terms of avoiding
complete financial sector collapse and deep ecanosgiession, asymmetric
responses can lead to excessive risk taking infittencial markets as
participants feel they are ‘hedged’ on the downg&idémplicit guarantees of
the central bank. Such distortions are part ofgteblem that leads to the
creation of boom/bust cycles in the first place.

Often when proponents of this view talk of inforiagl
requirements, they talk in terms of exactly identiff ‘bubbles’
undoubtedly a difficult task. However this sortlafiguage is confusing and
unhelpful. One need only look for signs of growimgbalances that may

" There is an extreme version which correspondsedfficient Market Hypothesis (EMH)
whereby through processes of arbitrage, imbalareesot form, irrational behaviour does not
pay and is aggregated out, thus there is by dieimitothing for the central bank to respond to.
Due to space limitations | will not discuss thisrewhat unrealistic view, suffice to say it has
been largely discredited.

8 This ensured credit channels did not freeze upfj@ence did not plummet and the wider
financial sector was able to continue functionialgtively smoothly.
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pose significant threats to future macroecononabibty. As the work at the
BIS has shown, such signs might not be as diffitalidentify as some
would have you think. Also the argument that slédgemer-like interest
rate rises would be needed to have any signifieffett is not necessarily
true. If made at an early stage, small changegddoiluseful in signalling to
the market the likely future evolution of ratestlife imbalances persist.
Indeed in an environment of improved central banddibility, it is the
effect of current central bank decisions on exgexnia of future actions that
are most powerful.

Lean against the Wind

The most popular view that is emerging in respotsethe moderate

conventional view is that at times, it may be opfiifor monetary authorities
to take out a little ‘insurance’ against the dasgefra disruptive unwinding
of imbalances. The premium on this insurance paicy little less inflation

today than would otherwise be desired. In this médiae central bank acts to
‘lean against the wind’ of inflating imbalances tajsing interest rates a bit
more than under the conventional strategy. Thisthasffect of signalling

to the markets that the bank recognises the incigambalances and is
willing to act against them.

As hinted at above, it may be that the current mvhent of
increased central bank credibility is convenienthore suited to this
approach. Increased credibility may cause more etaparticipants to
guestion the market trend and possibly even také&raxy positions, thereby
reducing herd behaviour and slowing, if not stogpithe growth of the
bubble. Not only that, with interest rate smoothimgwv seen as the way
central banks do business, such small but committedes to lean against
the wind will be interpreted as signalling furthieture moves. A slight
interest rate rise today might not in itself havecm effect on investors
expecting large returns at the end of a given pefitowever the prospect of
continuing interest rate rises will surely erode thvestors’ confidence that
the desired returns can actually be realised darpteriod. This effect could
be felt either by increasing the opportunity casterms of a riskless return,
of a position in the bubble and/or by increasing piiobability thatothers
will decide to get out of the bubble and bring onddlapse before the said
period is up.

It is important to note that this is by far thaderisky strategy in
that the corrections can be made with the leastathto real economic
activity and even if they are proven to fail, &ttls lost either in terms of
current output or the central banks credibility t@intain price stability.
Although the conventional ‘mopping up’ strategyesafards current growth
at the expense of risking a future bust, the exeessasing during the bust
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period may simply replace one bubble with anotitehas been suggested
that Alan Greenspan’s excessive liquidity aftersteck market crash might
have contributed to inflating the housing markehd TEconomist, 2004).
This is an illustration of the moral hazard prob¢ethat can arise from the
asymmetric response following the conventional epph. With ‘leaning
against the wind’ this asymmetry is reduced and d¢katral bank can
respond to both rising and falling asset prices iway that would surely
temper participants’ behaviour.

ECB’s Two-Pillar Monetary Strategy

The ECB’s monetary strategy rests on a two-pil[@raach. The economic
analysis pillar looks at a broad range of economiicators and their
implications for near term inflationary pressuréisTanalysis is then cross-
checked with the monetary analysis pillar whichsisen as providing
important signals of medium to long-term inflatiop@ressures.

The initial decision to assign a role to the monetanalysis,
especially at a time when inflation targeting was tbe rise and proving
effective, can be seen either as an attempt bye@i8 to hedge its bets by
having both inflation targeting and elements of etanism in its policy, or
as a way of transferring credibility from the Bustank by ensuring that a
link with the past was maintained. As such, the BQ®o-pillar monetary
policy strategy is unique in the world of centrahking, stemming as it does
from the unique situation in which the ECB was ferfh

Lately the ‘prominent role’ assigned to monetarglgsis has come
under increasing criticism. This is not surprisigce monetarism has been
considered dead for some time now and the infoonati benefits of
monetary analysis considered dubious since thegeatihe world economy
has faced. The result has been unease in the masketounding the
supposed ambiguous nature of the ECB’s analytieahéwork. This has
been compounded by the fact that the monetaryr fiila seemingly played
a trivial role in the actual decisions maYeeven though M3 growth has
consistently surpassed its ‘reference value’ ofP#l.$et by the ECB (see
Figure 2 in appendix).

9 Although recently the Bank of Japan announceeoisd perspective’ component to its
monetary strategy broadly similar to the ECB’s ntanepillar - perhaps this can be taken as
further support for the argument made in this paper

1% Indeed it has been shown using analysis of stattnfiem the ECB that “over time the
relative amount of words devoted to the monetaghais has decreased” and that
“developments in the monetary sector...only playedrzor role most of the time” (Berger et
al., 2006:1)
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My view, and one that is evolving within the ECBelf (Trichet,
2005), is that the two-pillar strategy is consistaiith the ability to lean
against the wind when imbalances are shown to esionetary analysis.
In this context, broad analysis of credit and ldityi dynamics, portfolio
shifts and other monetary aggregates can providefficient and timely
warning to the central bank that imbalances maynbeeasing and allow a
coherent and relatively well defined motivationléan against the wind if
needs be. Hence, if one accepts the BIS hypotlsisconsiders leaning
against the wind an appropriate option, then th&'E@pproach may be the
best readily available framework.

Conclusions

One wider question that can be said to underpin hmok this debate
concerns the objectives of monetary policy - isceristability all that
matters? Benjamin M. Friedman considers what issie as “a form of
disguised reaction against the increasingly narmoterpretation of what
monetary policy is all about.... including in partau the increasingly
widespread adoption of inflation targeting” (Frieaim 2005:296). In
addition, an unwavering fear (perhaps warranteadeotral bankers of being
misinterpreted has so far had debilitating effemsthe debate. Have we
become too attached to the narrow notion of irdlattargeting as the
ultimate end of monetary policy? Perhaps, as isnothe case, it may take a
crisis for its dominant position to be properly gtiened. However, this
paper does not go that far and does not even se@udstion inflation
targeting, rather the intention behind this pamemwhether and how this
policy may be supplemented and improved upon, githenpossibility that
some of the fundamental relationships monetarycpdias come to be based
on may again be changing. This possibility showtibre such a surprise as
history has shown how theories and policies basedtable relationships
evolve, degenerate and are replaced by progresgipeoaches that can
better explain new observations.

Although the BIS hypothesis appears very powerfitk
implications remain unclear and little understobldwhere is this more so
than in terms of monetary policy, the conventiamsiponse is rejected based
on the view that there is no such thing as dointing. In this regard it is
suggested that the ECB'’s two-pillar approach cdndcdthe most suited and
pragmatic way currently available to incorporatis thossibility without too
much disturbance. As such this might be a new fication for the
continuing importance of money and monetary agdesgan monetary
policy. Further research and experience is no doebtled before any of the
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views expressed above can be generally acceptaeat,anowever at the very
least they should serve to raise worthy and helpiglstions surrounding the
wisdom of any final dismissal of money and monetaggregates from

monetary policy just yet.

Appendix
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Figure 1. Large medium-term swings in asset pricesnd credit
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Figure 2. Monetary aggregate M3
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THE FUTURE OF BIOFUELS: POLICY IMPLICATIONSFOR
EUROPE

HUGH HENNESSY
Senior Sophister

Are biofuels the solution to Europe’s energy cfisBipply concerns
and renewability make them an attractive alternatio oil and
natural gas. However, following a discussion ofrggepolicy, Hugh
Hennessey concludes that it may be difficult toiefftly produce
these goods in European countries. Problems anot@maental
issues are discussed, as is the role of governpwditly. To
conclude, it is noted that although there is undedly a future for
biofuels, it may not be an Irish one.

I ntroduction

Security of supply has become the dominant wordelation to energy
policy. Issues like the Iraqg War and Europe’s odiance on a tenuous
relationship with Russia have brought this issu¢ht fore. Promotion of
biofuels is seen as a way of reducing security udps/ concerns while
simultaneously being of benefit to the environm@ropean Commission,
2007). Biofuels generally depend on agriculturadurction. How then, will

policy overcome the switching costs associated pithducing biofuels?
The answer to this question is not straight forwaudte possibly involving

the return to a CAP-like production distortionacheme.

Biofuels have a medium- to long-term future in agltural
production. The level of economic rationale applieg regulators will
determine the source of new fuel. This type oforaie provides the
fundamental argument put forward throughout theaesnitially, a brief
outline will be given of the economics that driveeggy policy. Next, we
will turn attention to issues relating to ethanaolcluding its current
economic viability. There will be an exploration @dnger-term issues,
including the discovery of cellulosic ethanol andsequently a discussion
of the problems and environmental consideratiorso@ated with biofuel
production. In addition, oil (biofuel's major sultste good) will be
considered, with special reference to how its pplss/s a major role in the
economic viability of biofuels. Finally | revert blato the policy decisions
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facing Irish and European agriculture and whatltmy-term prognosis of
these decisions might be.

Biofuel Production

Demand for energy is a derived demand, and thuscasomic growth
increases, so too does the demand for energy. ¥risrgn economic
necessity, much like food, rendering demand unalde It is generally
accepted that there is a positive relationship betwenergy security and the
promotion of renewable sources of energy. Fuel lsudprersity is also
crucial for establishing greater levels of energguwsity. This is part of the
economic rationale for the promotion of biofuelsptiner form of renewable
energy. An increase in the production of biofuelsuld reduce the
dependence on foreign oil for transportation-energgds (IEA, 2004) This
would somewhat alleviate Europe’s security of sypyncerns and give a
greater bargaining position with countries rich natural resource, like
Russia.

The fundamental facet of the cost of producing mohas its
dependence on feedstock prices. This explains seasons why ethanol
production is cheaper in Brazil than in America ahé EU. Feedstock
prices are cheaper in Brazil, where lower labowsts@nd higher levels of
average sunshine lead to larger yields. At preBeatil is able to produce
30% of its energy needs through biofuels (IEA, 2004e price of ethanol
is quite similar to the price of gasoline in Braaild may actually become
cheaper as efficiency gains from large-scale proolucare achieved.
However, this does not seem to be the case in Amait Europe where
increased ethanol production will only serve togkéeedstock prices high.

Optional European directives have been placed npember states
with little regard for attainability or efficiencyn Europe and Ireland there is
a legislative target to achieve a 5.75% share efggnconsumption through
biofuels by 2010 (European Commission, 2007). A& thoment this is
suspended around the 1% mark, effectively meamaghnly way to achieve
the objectives will be through high levels of biefimportation. At present,
there is still limited global trade in biofuels vitmany restrictions being
placed on the trading of Brazilian ethanol.

What does this mean for the future of biofuels? Tae of
comparative advantafeould state that the production of biofuels should

! Intrenational Energy Agency.
2 This exists when a country produces a good oiiceat a lower opportunity cost than its
trading partners.
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remain pre-dominantly in BraZiland other such developing countries.
However, this may not be the case as ‘securityupipk/’ concerns may
advocate American and European production; undeetdped countries
may be seen as politically unstable which wouldlléa supply concerns.
This is the political rationale for the introducti@f subsidy-driven biofuel
production.

However, ethanol is not the only biofuel in prodoct Biodiesel,
derived from rapeseed and vegetable oil, is cugrembre competitive in the
EU than in the US (IEA, 2004). It also compares enfavourably with the
price of diesel than ethanol with the price of dim& Germany, with its
large market share, is the leading producer ofibsasl.

Cellusoic Ethanal: A new hope?

Cellulosic ethanol is derived from cellulose, a onafomponent of plants
and can also be found in wood and straw. Glob&ame$ is currently led by
the United States, where large amounts of fundiagehbeen granted to
continued technological research in this field. Té&son behind this level of
funding are the potential advantages that cellol@hanol has to offer.
Rational analysis of ethanol production should Kkjyic realise the
displacement factor involved. What will be repladedaccommodate the
land required for ethanol production? Land hasdhbenomic property of
being fixed in supply, which raises issues overdfsopply. In theory, the
production of cellulose does not compete with thedpction of food. In
reality, the production of crops, which are rich @ellulose, can be
undertaken on the poorest agricultural land thasdeing the impact of the
substitution of food production (European Commigsid006). Projections
over the long-term economic viability of cellulosiethanol are very
encouraging. It is not dependent on feedstock grieghich should in the
long-term give a cost advantage over conventiotarel. The IEA projects
that cellulosic ethanol could overtake ethanoldmts of cost effectiveness
by the year 2012. This, along with most other bébRstimates, seems rather
optimistic, considering the technology has not lyeing finalised. The EU
has recently projected a more pessimistic outlediere it forecasts large-
scale lignocellulosic ethanol production to be igadround 2020 (ibid).

% Brazil is also one of the most efficient sugarecaroducers and transforming sugar cane into
ethanol may bring down the costs of biofuels furthe
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Problemswith Biofuels

Transportation accounts for 40% of total energyscomption. Conventional
ethanol production is at a technologically advansede. As a result there
are limited ways of achieving cost advantages. Boues of scale will
reduce costs but not to the level where it is caalpla to oil, at least not in
Europe and America (IEA 2004). In order to prodtive desired levels of
biofuels a staggering amount of agricultural larill be required. In Ireland,
it is estimated that to achieve a 2% substitutibhiofuels for oil, 75,000ha
of tillage land (20% of total tilled area) would bequired. To achieve the
target of 5.75% by 2010 would completely changdaivd’s agricultural
landscape. This highlights a major obstacle whensidering reaching
biofuel targets. A similar problem is apparent witiodiesel although the
relationship here is more favourable due to thddgieassociated with
rapeseed oil.

Cellulosic ethanol is not without its problems. Tteehnology is
still at an infant stage and the reliability of thest estimates being put
forward is questionable. Huge levels of governnfending are being put
into the further development of this technologyessally in America. This
in itself creates a problem, as scientists exud#-geeking behaviour in
order to maximise the size of their research budg@s brings into question
the validity of results put forward by various sttists about the medium-
term viability of cellusoic ethanol (European Corssion, 2006). However,
the technological question still dominates the ffaitaf this type of biofuel
production.

Environmental | ssues

Evidence of climate change has given the environahenovement some
impetus on the issue of controlling carbon emissiorhese emissions are
generally regarded as the direct cause of globaiming® and fossil fuels
contribute greatly to the levels of these pollutar@onventional ethanol is
estimated to reduce carbon emissions by between 208650% (IEA,
2005). However, the environmental problem with camional ethanol
production is that large amounts of fossil fuel rggeare required in the

4 This view has been contradicted by various sa@tstiho claim that we are simply going
through a 1500-year cycle of climate change. Thgyathat man has had little impact on
climate change. This view has been publishediadk by climate physicist Fred Singer and
environmental economist Dennis Avery called ‘Unstaigle Global Warming: Every 1,500
years’

114



BIOFUELS

production process. Some observers have estimdiatl this energy
requirement could mean that the well-to-wheels simis reduction could
be as little as 18% of a normal gasoline car. Gmla ethanol production is
environmentally friendly and may lead to a reduttio carbon emissions in
the region of 70-90% (ibid). It is hoped that tlemains of the plant, not
used in cellulose production, can be used to pdherthanol plant. It has
even been argued that the emissions could be gribate 100% as carbon
dioxide may be absorbed in the plant growing preces

The Impact of Qil

Just as the price of biofuels depends on feedsprides, its long-term

viability depends on the price of fossil fuelsparticular oil. The significant

upward trend in the price of oil has awakened paofigkers to the

importance of fuel supply diversity. Oil producesesek to keep the price of
oil artificially high by limiting production. Accating to the IEA there are

currently 2.6 trillion barrels of oil resources #dable. Including an annual
rise of 2% in demand, there is still enough oilast for another century. A
startling statistic about oil production is thatlyoB8% of all drills between

1992 and 2004 were in the Middle East, a regiorsiclemed to have about
70% of the earth’s oil resources. By contrast, an&la and the US, who
account for about 2% of total supply, the numbedrilfs represents around
70% of total drills (Keenan, 2007).

How does this affect the biofuels sector? Theaede include an
analysis of oil production is to highlight the pagious nature of biofuel
production. With increasing cost savings, biofusldll enjoy greater
substitutability with oil, which is in line with esumer choice theory. The
regulation issue will be addressed later, but thenemic viability of
biofuels depends to a certain degree on the ailepMVith more extensive
drilling in the Middle East, a substantial cut ihet price of oil could
seriously weaken the biofuel industry. Also the impl time for oil
producers to increase supply would be when bioflielsome relatively
efficient i.e. are seen as a genuine alternativeiltdHowever as mentioned
above, this analysis ignores any form of regulatigmere environmental
concerns over climate change are apparent.

® International Energy Agency
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Palicy I'ssues: A subsidised future?

Government has the unique ability to stimulate deindarough regulation
and taxation. It has been proposed that a mandal@$6 biofuel
composition be placed on fuels. This would compedl fcompanies to
seriously embrace the biofuel industry. The ratientor this would be
environmental, as this should reduce the carborssanis of cars. Forcing
manufacturers to make more fuel efficient and loe@rbon emitting cars
requires strong government regulation. Howeverydokictions in emissions
that such regulations will bring are much lowerrnthhe potential benefits
from biofuels. This leads back to the question @fvito encourage biofuel
production.

Ethanol production in the United States is hightjitcal. Various
Farm Bills have led to the implementation of higivdls of subsidy
payments across the so-called ‘corn-belt’. The I@maacus is decided on
one issue; the continuation of ethanol productibhe( Economist, 2007).
Biofuel production is not as political in the Eusgm Union but that may
change in the near future. There are two main patistruments available to
the EU. As stated in an SHeport in 2005, these policy measures are excise
relief combined with subsidies for biofuel produgeand obligation
supported by a certificate system (SEI, 2005).

There are clear arguments against the subsidy,radtieh could
lead to an excessive price regime, as was seenG#f. At present, the
only justification for any biofuel production isehsubsidy system which
makes production viable for farmers. Many cropst thee suitable for
biofuels do not yield an immediate harvest. Thugicaltural producers
incur sizeable switching-costs. The subsidy progimseen as a solution to
this. However, these types of subsidy schemesradyesbort-term measures
and will become unworkable in the long-term, sushirathe case of CAP.
This leads to the case for obligation of productiavhich has been
introduced in Austria. It is also proposed in thetiérlands, the U.K,
Slovenia and Spain.

The hope is that this type of policy will minimitiee direct cost to
the government and allow for the introduction af@®d-generation biofuels,
giving producers a stronger guarantee for the kengr. This policy is
designed to bring large fuel suppliers into thefusb market (ibid). These
producers will be obliged by regulation to placeeatain fraction of biofuels
on the Irish market. This process will be suppotigdhe use of certificates.
This policy should prove more sustainable in there although issues over
domestic supply of biofuels will persist.

® Sustainable Energy Ireland
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Ireland enjoys a comparative advantage in termgiod and wave
production and the government has proposed that @b%ur electricity
needs will be served by these renewable sourcesnefgy by 2015.
However, this still does not address the energwirement of transport.
There is a strong argument that Ireland and mahgrdEuropean countries
in the EU should not produce biofuels. However,ftw is, that the Eldre
producing biofuels and if a target of 5.75% is te keached through
domestic production, a substantial increase in yctdn is needed.
Inefficiencies with biofuel production does not atpito a cessation of
biofuel production, as the Irish sugar indusimil testify to. Recent policy
changes by prominent member states suggest thed thecontemporary
wisdom to the long-term burden a distortionary sljpscheme may have.
The future is not all bleak for biofuels, as Brdzls shown. Technological
progress in cellusoic ethanol could mean a hugekiineough in terms of a
sustainable energy policy, both environmentally andnomically. Climate
change is becoming a huge issue and may get méitegdccredence in the
next election cycle across Europe. Conventiondubiowill still have a role
to play in farming but perhaps only a complementatg with food and feed
production. Biofuels certainly have a future; hoeetheir role in Ireland is
at present uncertain.
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THE MULTIFUNCTIONAL BENEFITS OF AGRICULTURAL
PRODUCTION — CONTINUED JUSTIFICATION FOR SUPPORT
OF FARMERS?

JLL MARIE TULLY
Senior Sophister

Under the European Model of Agriculture, the issoé

multifunctionality has led to the provision and tjfisation of,

high levels of subsidies for farmers. Jill Tullysasses the
validity of Europe’s emphasis on multifunctionalitpntrasting

EU and WTO agendas. She argues against the muitifunality

clause, based on the belief that it acts as a facdor

protectionism and colonial exploitation.

Introduction

While the economic benefits of agriculture haveajs/been recognised, it
is only in the past two decades that a greater asipthas been placed on
the social benefits arising from agricultural protion. The EU has become
an advocator of the importance of these multifural benefits and has
incorporated multifunctionality as a fundamentaneént of the European
Model of Agriculture. It has even become a justifion for the maintenance
of high levels of subsidies and protection for theropean Agricultural
sector. In the early 1990s, multifunctionality beeaa widely debated issue
in agricultural discussions, at both a European iatetnational level. The
World Trade Organisation (WTO) classifies multiftinoality in the ‘Green
Box', thereby stating that it does not distort gatlowever, it is argued that
the use of the multifunctionality clause by the HUinternational trade
negotiations is simply a euphemism for protection{Swinbank, 2001), and
a step backwards in trade liberalisation.

In order to proceed with this analysis, it is neseeg to first define
the economic concept of multifunctionality and thkentrasting views
presented by the EU and the OECD. Various elenm@fmsultifunctionality
and their relationship with agriculture will there tassessed. In order to
determine if continued justification for public gt to farmers is still
valid, the contrasting views of the EU and the Wa@enda will also be
examined. This will be aided by the OECD’s anabfti¢dramework for
multifunctionality. From this, | shall conclude yghlighting the argument
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against the use of the multifunctionality clausetbie European Model of
Agriculture. This argument is based on the behet tmultifunctionality is a
camouflage for protectionism and is a modern “camdtion of colonial

exploitation through different means” (WilkinsorQ@d:24).

Multifunctionality

Multifunctionality was first recognised at an intational level in the 1992
Rio declaration on sustainable development. The [DEGefines
multifunctionality as:

...an economic activity [that] may have multiple autgoand, by
virtue of this, may contribute to several societajectives at once.
Multifunctionality is thus an activity-oriented coept that refers to
specific properties of the production process &dultiple outputs
(OECD, 2001:26).

An example of multifunctionality is the benefitsathagriculture provides to
rural society through the preservation of customs eulture. | shall return
to these benefits in greater detail later. The ledgments that justify
multifunctionality include:

e The ability to jointly produce commodity and nonrzmodity
output through agricultural production.

« A proportion of the non-commodity goods display retederistics of
public and private goods.

* In some instances the market is unable to suppe tbn-
commaodity goods and thus intervention may be reguir

Before proceeding to the assessment of the isswssciated with
multifunctionality, it is necessary to select eittee positive or normative
perspective for this assessment. The positive agprofocuses on
multifunctionality as a characteristic of econonactivity. The OECD
highlights this perspective as not solely relateddriculture, but rather as a
property of numerous economic activities, which barpositive or negative,
intentional or accidental, reinforcing or offseffin complementary or
conflicting (OECD, 2001). Thus, the OECD has addpthis ‘positive’
concept of multifunctionality.

The alternative option is the normative perspectiMas approach
views agriculture through its ability to satisfyrpeular functions in society
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and highlights its multiple roles. From this perspee, multifunctionality is
not simply an element in the production procesagpiculture. It can assume
a policy role of its own; for example, aiming to keagoods more
multifunctional. This is the case with the Europedadel of Agriculture,
where multifunctionality has become an essentiaineint in the European
Agricultural policies (OECD, 1998).

Both perspectives view multifunctionality from difent angles. In
this analysis | shall adopt the positive approacbwlined by the OECD.

Jointness

Joint production refers to two or more commoditteet are interlinked and
produced simultaneously. If the production leveboé increases or
decreases, it affects the other(s) in a similar.\@aintness can occur for
three distinct reasons as outlined by the OECD 1200

* Technical interdependencies in the production m®cand its
provision for ‘economies of scope’. These can haegative
outputs such as soil erosion, gas emission andr \patkition. The
positive effects include improved crop rotation aamtrolled pest
management.

* Numerous outputs are produced from a single in@dnerally,
these are not produced in equal proportion and stamebe also
associated with technical interdependencies inotudbeef and
manure or mutton and wool.

e The allocable inputs that are fixed at firm levAh increase or
decrease in the production of one output changearfount of the
factor available for the supply of the other. Tté often occur in
relation to output and worker requirements and aodsult in
unemployment.

As can be seen from above, there exist both beakfand damaging
outcomes in association with jointness. When carsig the term jointness
it is necessary to ask oneself; to what extent thee production of
commodity and non-commodity goods considered joantd are they
efficiently produced in a joint capacity or couldey be produced more
efficiently, separately?

Some non-commodity goods, such as environmentaleasdntial
amenity services, can be justified as jointly proeth because they are
directly tied to the land and therefore are depehds the provision of
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agricultural output and activity. The complexitie$ jointness arise with
non-commaodity provisions that are not directly tted¢he land and have the
potential to be provided separately. Also, in margses these non-
commodity goods can be maintained more efficiemthd cheaply when
provided separately. It is therefore necessaryuestion why these non-
commaodity goods that are not directly tied to @ued or jointly produced are
included in multifunctionality. Historical buildirsy for example, can be
maintained without the requirement of agricultuetivity.

One of the fundamental arguments for multifunctlipais the
provision of rural employment, which plays a sigraht role in local
community. Many local areas are dependent on dgiallemployment as a
means of sustaining employment. However, the ouestioes arise in
relation to the relationship between agriculturaltpmt and rural
employment. In developing countries a positive trefeship exists between
production and employment. An increase in agricaltoutput will result in
a direct increase in the demand for primary labélowever, in developed
countries this is not the case. As a result ofrieldgical advancements and
the replacement of physical labour by machineryfasms, the relationship
between agricultural produce and rural employmesit negative. In
developed countries, some towns have become dedalata direct result of
the need to emigrate from the town for employmérterefore, to what
extent should the multifunctional argument be us®densure continuing
support is provided to rural employment? It is ewtdthat in the case of
rural employment, the issue of jointness is notchesar-cut as initially
assumed.

Food security is highlighted as one of the fundamen
multifunctional benefits of agriculture. Food Sdtuhas been defined by
the United Nations FAO (Food and Agricultural Orgation) as the “access
for all people at all times to enough food for ative, healthy life” (OECD,
1998:3).

The provision of food supplies is of national camcéVhile trading
internationally to ensure sufficient food securityually yields the greatest
efficiencies, history has taught us that uncerjaint future international
supplies, global changes and fluctuating demand supgply has forced
nations to internalise their food security policiés developed countries
today the jointness of food security is not a sesigssue. However, in
developing countries the jointness of food secuistymportant as it also
relates to non-agricultural factors, which includdistribution and
transportation systems.

The above examples illustrate the complexities thaist in
determining the degree of jointness between comiyadid non-commaodity
outputs of agriculture. While many do fit the cri¢efor the ‘green box’ (as
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outlined by the WTO), some are in breach of thisutting in trade-
distorting outcomes.

Public Goods and Market Failures

Market failures can occur in the provision of nawenodity goods due to
positive externalities. Economists define an exkiy as “a harmful or

beneficial side effect that occurs in the produgticonsumption or

distribution of a particular good” (Bohman et a98:11). In theory, this
occurs because producers ignore the benefits sappi society from the
externality and as a result, they under-provideghed that generates it. In
general, economic theory promotes the use of sigssidn these

circumstances in order to correct the market failand restore the optimal
level of efficiency (OECD, 1998). In some instancasreduction in the
supply of positive externalities can be offset bseduction in the negative
externalities; they may both balance each other. éxample of an

agricultural externality is the amount of run-ofbduced from fertilizer that
is used on crops, which may eventually reach tharhye river. This

externality possesses both positive and negatit@omes.

While some non-commodity goods produce positiveerendlities
that imply market failures, it does not always ifystthe need for
government intervention. In determining the levieinbervention required, it
is essential to estimate to what extent outputassified as a public good -
scaling from pure public goods (in which governmentervention is
essential for its provision) to club goods (whicbemate more efficiently
without government intervention). Most non-commugdgoods yielding
from agriculture are pure goods. Pure goods carclassified as non-
excludable and non-rival; governments usually sypipése goods (OECD,
2001).

Agricultural examples include natural habitats amél landscapes.
As a result of the non-excludability and non-riyatlements of pure goods,
there is no existing market for these goods and tfavernment intervention
is essential in order to provide for the provisadrihese goods.

Models of Agriculture
There is a general agreement among many of the \Wi&@ber states that

there does exist an element of legitimacy to theartance of providing for
the multifunctional elements of agriculture. Howeuwhe general consensus
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on the measures used to determine the differemedsgf non-commodity
goods is strongly debated (Committee of AgricultGneyanisations, 1999).
Having examined both the supply and demand aspéctailtifunctionality
we can now determine how and when interventioretseasary. The OECD
(2001) has formulated three essential questionshahanswered yes to all,
justify intervention:

* Is the non-commodity output jointly produced with agricultural
commodity and if so, to what degree can its linkhwiommaodity
production be changed, e.g. by changing farm pestior
technology?

* Is there market failure?

e Have non-governmental options such as market oreatr
voluntary provisions been explored as the mostiefiit strategy?

Therefore, the most efficient and logical interventwill be determined by
the degree of jointness and public good qualitfat@® non-commaodity good
(Cahill and Shobavashi, 2000). The European Uniews agriculture as
one of its defining features and therefore feedd this justified for them to
use measures to protect it. In 1998 the Europeanni@ission highlighted
this when they stated that “for centuries Eurogjsculture has performed
many functions in the economy and the environment lzas played many
roles in society and in caring for the land...” (Shémk, 2001:4). Also, the
EU maintains that the multifunctional benefits fragriculture provide a
sustainable way for the EU to integrate all theerntlated objectives
(production, territorial and social) of farmers asdciety (Committee of
Agriculture Organisations, 1999). However, thisypdes neither an efficient
nor logical reason for extensive subsidies provigefrms.

Many people argue that the EU uses the term matttfanality as a
means to continue justifying its high levels of iagitural support. The
WTO separates agricultural policies into eitheregreblue or amber boxes
depending on the degree of trade distortion they #tcrue. The ‘green box’
addresses some non-trade concern such as foodtgend environmental
programs, and as a result of this the EU has mabstantial use of this
policy in its justification for agricultural subges. In many cases the
agricultural price support programs, which haverbesplemented by the
EU to protect domestic price and agricultural piithin, have resulted in
the distortion of international trade and priceke3e policies have resulted
in an increase in the level of production withis litorders and consequently
have increased the exportation and ‘dumping’ ofcadfural products onto
the international market, reducing world prices dmaving detrimental
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effects on developing countries’ agricultural maskét has been argued that
potentially up to $72 billion per annum is lost ri@al income by OECD
countries as a result of these agricultural suppagrams (Winters, 1990).

The Uruguay Round of the WTO has emphasised thel nee
reduce support provided by nations to agricultusabduction and its
additional non-commodity produce. Some members h&f WTO have
argued that most of the existing non-commodity gothét are a by-product
of agriculture and could be produced separately eqdally efficiently.
However, while this is quite likely in a countryathdoes not require large
subsidies for its production of agricultural produe.g. Canada), it does not
apply to countries that are highly dependent orsisiids to protect their
farmers and their agricultural industries (e.g. ETHe cost of protecting and
ensuring the continued existence of the non-comiyodbods varies
significantly from one country to another, depergdon the cost levels and
priorities that the agricultural sectors face.

Conclusion

Throughout this article | have highlighted the cdemties that have arisen
from the classification of commodity and non-comiitypdjoods and their
degree of jointness, as well as the classificatbrgoods as pure public
goods and club goods. Also | have noted the benefiexternalities and the
degree to which government intervention is judifiEcSome economists
argue that the multifunctional benefits of agriowd production justify
continued public support to farmers. | find thisstjfication highly
guestionable. The importance of food security,gheservation of historical
landmarks, landscapes and rural communities isydafimental issue for the
EU and the preservation of these multifunctionaldfits is essential to the
general EU community. From this aspect, it is ustierdable why the EU
wishes to maintain its existing subsidies and thpartant roles that these
play. The aspect of the continued justificationsigbject to question in
relation to the extent to which the EU is distagtimorld trade and also the
extent to which it is suppressing developing cdestr agricultural
economies. How can the EU claim to continue traderdlisation through
WTO negotiations, if they are going to continuehadtts of protectionism?
The point to highlight here is that developed natidi.e. the EU)
are in a sustainable position to protect socieyjtory and production and
to trade efficiently on the international marketthwiut the requirement of
subsidies that distort prices. However, developingntries are in a less
competitive position being economically inferiorhérefore the question
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arises as to the justification of the European MadeAgriculture and the

use of multifunctional benefits as a cover for potionism. In this case, the
EU is abusing its position of power in order totprt its own benefits. The
threatening element is that the EU’'s power readiegpnd the WTO's

control. By simply rejecting the agreements drawnand allowing for the

WTO negotiation rounds to almost collapse (as wes ¢ase with the
Uruguay Rounds in 1994, and is the case with th#irgy of the Doha

Rounds at present) the EU can ensure that it niaintes existing level of

subsidies and protection for its members. In De@mB000, the

Comprehensive Negotiating Proposal noted that thesEstill vulnerable to

the charges that it is using multifunctionality @&s camouflage for

protectionism. Finally, Alan Swinbank notes:

...Protectionist intent...is liable to alienate itsdireg partners, and
discredit the EU’s negotiating stance. To be ablelaim the moral
high-ground in the negotiations, the EU shouldcutoon refining its
suggestions for reform of the green box, whilstdieg in the fore
the notion that the green box was originally des@jto
accommodate policies that have no, or at leastmaihitrade impact
(Swinbank, 2001:16).
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IRELAND’S PRIVATE HEALTH INSURANCE MARKET: THE
INTRODUCTION OF RISK EQUALISATION AND THE
CONSEQUENCES FOR COMPETITION

CiaN O MORAIN
Senior Sophister

The controversial Risk Equalisation scheme has kgghmuch
debate of late within the Irish Private Health Insoce Market.
Certainly it has significant consequences for catitipa. In this
essay, Cian O Morain discusses the nature of tHeerse,
outlining its advantages and disadvantages. He kemes that
its implementation will be beneficial, subjecthe inclusion of a
number of essential reforms.

Introduction

The ongoing and controversial introduction of reggualisation in the Irish
private health insurance (PHI) market has beenlwidigblicised in the Irish
media. Opinion from within the market and from thedia on the matter has
been far from harmonious. In addition to this, hagviinitially been
commissioned to publish a report together, both Health Insurance
Authority (HIA) and the Competition Authority havescently published
separate reports on the PHI market dealing in ldefth the issue of risk
equalisation. Owing to the unprecedented populdraificial attention this
issue has received, | intend in this essay to hyate the effects of risk
equalisation on competition in the Irish PHI marksbme of the reforms
necessary to promote competition in the market he future will be
recommended accordingly.

This essay will first outline a framework to adesehe effects of
risk equalisation on competition. A definition wile given of the concept of
risk equalisation and an explanation of why it$ed in PHI markets. It will
include a summary of the risk equalisation systesmdp used in Ireland,
highlighting its strengths and weaknesses, and dldeiness the anti and pro-
competitive effects of risk equalisation. Subsedjyene reach a verdict on
whether or not the scheme will have a positiveatfen competition in the
market. To conclude, | assess the main issuesdimpetition in the Irish
PHI, be they surrounding risk equalisation or otlise.
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Framework

Before addressing risk equalisation it is importanbutline a framework for
analysing the problem. To properly analyse theessiurisk equalization, it
is necessary to address two issues. First, thgamiemarket within which
we will analyse risk equalisation must be definEden a set of criteria will
be outlined in order to decide whether or not ggkialisation is competitive.
A relevant market can be defined as:

...a set of products and geographic area, suchftalthe

production capacity in the set were owned by alsifign (a
‘hypothetical monopolist), that firm profitably otd raise price by
at least some percentage (for example, 5 percel percent) above
the current (not necessarily competitive) levelddsignificant non-
transitory’ time period. (Salop, 1987:7)

Thus, to define the relevant market for Irish PiH, ‘set of products’ and
‘geographic area’ must first be clarified. In aogpecently published by the
Competition Authority the PHI market is describedf@lows:

For the purpose of this Report, the relevant maskepen enrolment
PHI policies that offer indemnity for in-patientgpital services with
varying levels of hospital accommodation in Irelafithe
Competition Authority, 2007:34)

It is important to note what this definition omftem the market. The most
notable products not considered, are restrictedy éBH! schemesand
related health insurance planBerhaps most significantly, the public health
system is also omitted from the relevant market.

In order to effectively analyse the effects okriqualisation on
competition in the PHI market, some criteria arguieed for analysing the
problem. In this essay the following shall be cdasgd:

! The biggest of these schemes are those for ESEeveprGardai and Prison officers. These
are omitted from the relevant market as the resteimature of their entry means they are not
substitutes for PHI.

2 These are health cash plans, serious illnessansarand income protection insurance plans.
These are omitted from the relevant market as aneyot comprehensive enough to act as
substitutes for PHI (HIA, 2007).

% The public health system is not viewed as a switstio PHI owing to the perceived superior
quality of care available from PHI. Accordingliely are viewed as complements (HIA, 2007).
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1. The likely effect it will have on rivaldwithin the market.
2. Will its introduction act as a barrier to entry fostential entrants?
3. The effect it will have on efficiencies in the matk

Finally, before proceeding, it is important to stethe high market
concentration that exists in the Irish PHI markEhere are only three
players in the market: VHI, BUPAand VIVAS. Their respective market
shares are approximately 75%, 22% and 3% (HIA, 20Gémputing the

HHI® gives us a very large result of 6118. In intewwadi terms the Irish

PHI market is very highly concentrated (BarrettQ20

Risk Equalisation in Ireland
In theWhite Paper on Healtfl1999), risk equalisation is described as:

...a process which aims to equitably neutralise diffees in health
insurers’ costs that arise due to variations ik pifiles. This results
in cash transfers from insurers with healthier taaarage risk
profiles to those with less favourable risk prcfil@Vhite Paper,
1999:40)

In an unregulated PHI market, health insurance eonas can charge
customers different premiums according to theik rigofiles and risk
equalisation is not an issue. However Ireland, likany other countries,
regulates the PHI market with social goals in mihd.pursuit of inter-
generational solidarity, and also equality, the egament have entrenched
the following concepts into the Irish PHI market:

 Community Rating — “Under a health insurance cattfar any
specific level of benefit, a health insurer musargfe the same
premium in respect of all such contracts regardiefsshe age,

4 Rivalry being the extent to which there is comjii between competitors in the market.

® BUPA have recently been taken over by the Quirou@r For the purpose of this essay | will
assume that the trading name BUPA will be retained.

% The HHI, or Hirschman-Herfindahl Index, is the hm most commonly used to gauge
market concentration. It is calculated by sumnthrgsquared values of the market shares of
each competitor in the market. Merger regulatisiage that a merger which results in a HHI
greater than 1800 are likely to cause competitorecerns (The Competition Authority, 2002)
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gender, sexual orientation or current or prospedtigalth status of
insured persons.” (ibid:33)

e Open Enrolment — “Under a system of open enrolmetit,
applicants are guaranteed acceptance for coverdiega of their
risk profile” (McLeod and Parkin, 2001:vii)

» Lifetime Cover — “Lifetime cover regulations ensutat a health
insurer cannot refuse to renew an insured perdwatth insurance
cover...This gives protection for every insured persoso that as
they get older, or as their health may deterioratdn the event of
sustaining serious injury — their health insurarmay not be
terminated by the health insurer” (White Paper,9159)

* Minimum Benefits — Under minimum benefit regulatofieach
health insurer must not provide benefits below espribed level®
(ibid).

As a result, companies in the Irish PHI market may charge customers
different premiums based on their risk profile. § hegulation favours those
companies that have customers with a lower riskfilpreand a risk
equalisation scheme attempts to correct for this.

Risk equalisation schemes are used in many cosrarid although
the concept behind them is broadly similar, therednsiderable variation in
the type of scheme used in different countries (kbtml & Parkin, 2001). It
is therefore important to outline the scheme beised in Ireland.

The risk equalisation scheme being implemented Irgland
attempts to deduce whether the claims costs experieby an insurer would
have been greater or lower had the risk profilthefr customers been equal
to an average market risk profile. This is achielsgdaking account of the
age and gender profile of individual companies aochparing them to that
of the market. A third mechanism for deducing nshkfiles, that of health
status, is not currently used in calculations,alth there is a provision in
the legislation to introduce such a mechanism & tHIA deemed it
necessary (The Competition Authority, 2007). Thecalted ‘Health Status
Weight' (HSW) adjusts for §t The scheme also incorporates a ‘Zero Sum
Adjustment’, which ensures that the scheme is famdicing.® Risk
equalisation payments in Ireland are calculateal ietrospective manner.

" Usually this is equal to basic public hospital@aenodation.

® The health status weight measures risk profilesuigh utilisation of healthcare services.
Under Irish legislation, this weight can be betw8eand 0.5. Currently it is at 0. (The
Competition Authority, 2007)

° Were the zero sum adjustment not used, the anpayable into the risk equalisation scheme
would not necessarily equal the amount payabl@btite scheme. This is owing to the fact
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Could a better scheme be implemented in Irelarft® guestion of
whether or not health status, through the HSW, lshdne included in
calculations is an important one. Without it thexyetill an incentive to seek
out lower risk customers but its introduction woaldo decrease incentives
to achieve lower costs through efficiencies (Them@etition Authority,
2007). The issue of retrospective calculation gsmvides difficulties; risk
equalisation payments are only calculated ex-psast,t is difficult for
companies to factor these cost/revenues in. Thexg lbe scope for the
introduction of a prospective scheme that is momedigtable for
companies®

Anti-Competitive Effects of Risk Equalisation

There is no doubt that risk equalisation represantarrier to entry in the
Irish PHI market. Seven potential new entrants, wtave considered
entering the Irish PHI market, have listed the ddtrction of risk

equalisation payments as a factor against theeriegt the market (York
Health Economics Consortium, 2003). Indeed Mr.idadtiam McKechnie,

while presiding over BUPA’s challenge of risk edsation, also

acknowledged that the scheme did make entry irgartarket less attractive
(The Competition Authority, 2007).

The introduction of risk equalisation is also liketo have a
detrimental effect on rivalry in the PHI market. réantly, both BUPA and
VIVAS are able to charge lower premiums than VHi $imilar products
owing to the lower risk profile of their customefibid). This factor is
forcing VHI, with its far greater market share, tompete on pricé?
However, the introduction of risk equalisation whiave the effect of
harmonising prices among providers (ibid). As ailtethe ability of VIVAS
and BUPA to price significantly below VHI will bergatly restricted. It will

that the average claim of customers within agegamler profiles differs from one company to
another. (The Competition Authority, 2007)

10 Although the cost of such a system is far grethin that of a retrospective system (White
Paper, 1999).

™ As an example, VHI's most popular plan, plan Bstec€50.29 per month in comparison with
BUPA's essential plus, which costs €43.74 (HIA, 200

12 Surveys suggest that it is young (and thereforelaisk) customers who are most price
sensitive in the PHI market (HIA, 2005a) and thus important for VHI to compete for these
customers.
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also have the effect of creating substantial mapketer for VHI, reducing
the need for it to compete as regards price.

Finally, risk equalisation provides a certain dégintive for
companies to seek to lower their claims costs tinagreater efficiency. The
downside of ‘Zero Sum Adjustment’, which servesrtake the scheme self-
financing, is that it shares out a certain amodrgavings made from such
efficiencies. Notably, as mentioned above, thigaffvould increase health
status, through the ‘Health Status Weight', introell

Pro-Competitive Effects of Risk Equalisation

Although the introduction of risk equalisation willot have any positive
effect on competition as regards barriers to eatryivalry, the reasons for
its introduction can be seen in the effect it viillve on the efficiency of
market operations. The community rated PHI mankeigeration in Ireland
suffers from certain failures which cause the matkework inefficiently.
One of these failures is the problem of risk sé&ector ‘cherry picking’,
which is the main driver behind the implementatidmisk equalisation. The
practice of risk selection occurs when insurerggariower risk groups
specifically. If an insurer is able to attract @mers with lower risk it can
charge lower premiums while still earning high pofln addition, as it is
younger and consequently lower risk customers wfgo raore likely to
switch due to lower premiums (HIA, 2005a), the mesucan then attract
more customers with low risk profiles. Thus, theytlier increase their
profitability while maintaining a low risk profile.

Although community rating and open enrolment eestiat
companies must accept customers of any risk priofitetheir schemes, it is
possible to tailor and market them towards peoptl lewer risk profiles
(HIA, 2007). The result of this market failure imelland is that newer
entrants, i.e. BUPA and VIVAS, have managed toaette customer base
with a lower risk profile than that of VHI. As botompanies have been
successful in doing so, two options have beendeén to them. First, they
can charge a substantially lower price than VHI atichct large amounts of
customers away from it. Secondly, they can choostltow the price of
VHI, charging a price that is lower but that onljracts a small number of

3 The price convergence of risk equalisation, calipli¢h factors such as (i) its market share
(i) its solvency requirements (which will be alkdito later in the essay) and (jii) the strength
of its brand mean that VHI's hypothetical marketver would be turned into substantial
market power. (The Competition Authority, 2007)
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younger customers away from VHI. It is the secomdiom which both
companies have apparently chosen to operate.

Since their entry into the market a decade ago, BURve
followed the premium increases of VHI, always maiining their premium
circa 10% below that of VHI (The Competition Authgy 2007). This
practice has had serious implications for the ntafkell's risk profile has
been increasing, pushing up costs and causing iici@ase premiums to
compensate. At the same time, BUPA and VIVAS, wteoret experiencing
the same large cost increases, are also incregsamgiums, thus earning
supernormal profits.

Risk equalisation corrects for this market failufes the system
equalises the risk of all customers, it makes tmaraunity rated PHI market
more efficient by encouraging companies to compietecustomers of all
risk category. It also allows companies to con@aton cost saving through
efficiencies, rather than attracting less risky rhers.

Risk Equalisation: Pro or Anti-Competitive?

It is evident, from the above analysis, why theiéssf risk equalisation is
such a contentious one. On the one hand theréhase &rguing against its
implementation who point to its anti-competitivdfeets. Risk equalisation
does act as a barrier to entry, creates substaméieket power for VHI and
will dampen price competition. On the other hardhse in favour of the
system point to the risk selection being practibgdBUPA and VIVAS
without the scheme.

One might, at first glance, be tempted to claint tisk equalisation
is not applicable to the Irish PHI market. It hasusber of anti-competitive
effects and while community rating and open enraoitvae giving BUPA
and VIVAS a substantial regulatory advantage, is tiot merely forcing
VHI, with its large market share, to compete orcg@?i However, when one
examines the situation a little closer and discevew VHI are financing
their relative price competition, the extent of tegulatory advantage being
afforded to the newcomers becomes apparent. WhilBABmust meet the
solvency requirement of the UK’s Financial Serviéaghority (FSA) and
VIVAS those of the financial regulator, VHI is iadt exempt from solvency
requirements. Without this mechanism VHI's currprémium prices, which
are already above those of their competitors, wdaddunsustainable and
(without running its solvency down to nothing) mbfitable. It is, in fact,
the anti-competitive effect of risk selection withia risk equalised market
that outweighs the anti-competitive effects of iitsplementation. While
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BUPA and VIVAS will be able to adjust to risk eqisation and retain
profitability, PHI is not profitable for VHI withaurisk equalisation.

Pressing Issues for Competition in the Irish PHI Maket

The implementation of risk equalisation will be ionfant for competition in
the Irish PHI market as long as the government @gdb retain the idea of
community rating as the cornerstone of PHI provisidhere is however
much scope for increasing competitiveness in theketa It is highly
concentrated and the VHI does possess some amdumarket power
(especially after the implementation of risk egsetiion). Indeed, there are a
number of further reforms without which the bergefif risk equalisation
will be undermined. The most important and pragsinthese are:

1. VHI's Solvency Requirements

As stated above, VHI are currently not requiredneet any solvency
requirements. This is a significant regulatory adsge. While risk
equalisation would harmonise the premium pricesarhpetitors, the
retention of this regulatory advantage would mdat the VHI would

be able to artificially hold its prices at low lésdor prolonged periods.
As a result VHI would be able to match any lowegmiums achieved
by its competitors through efficiencies and pricenpetition would be
completely undermined. It would also act as an imseebarrier to
entry. Entry into a market with such a dominantyptawould not be
viewed as a healthy prospect.

2. Uncertainty
In a consultation process with potential new ensiagonducted on

behalf of the HIA in 2003, one of the main factagainst entry stated
was the uncertainty surrounding the market (HIAQ20 Uncertainty
surrounding the market is currently one of the datgbarriers to entry
for the Irish PHI market. This uncertainty sten@nfra number of areas.
First, there is the uncertainty surrounding riskiaigatiort’. Secondly,
there has been uncertainty since December 2006 wBERA
announced its intention to depart from the Irishl Rtdrket. Although
the Quinn Grougre in the process of purchasing it, there is atgteal
of uncertainty surrounding how BUPA will compete fhe future.

14 Currently BUPA is appealing the High Court casgytlost against risk equalisation. There is
also still a great deal of uncertainty as regandshree year derogation from risk equalisation
payments afforded to new entrants.
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Thirdly, the more or less simultaneous publishirfgreports on the
market by both the Competition Authority and theAHilasstirred some
uncertainty. Both bodies were initially instructedDecember 2005 by
the Minister for Health to compile a report togetba the market (The
Competition Authority, 2007) but rather than doitlys they both
published separate reports. The fact that bottbddtes charged with
overseeing competition in the market cannot find ttonsensus to
publish a report togeth€mwill undoubtedly breed uncertainty about the
future direction of the market. Which report wile Hollowed when
legislators attempt to reform the market? Given #mount of
uncertainty it is unsurprising that potential enteaprefer to adopt a
‘wait and see’ policy rather than entering.

3. Reform of the Minimum Benefits

Under the minimum benefit regulations there is dade minimum level

of benefits that every PHI plan must provide. Thesgulations ensure
that there is a minimum level of quality for evepjan available.

Minimum benefits unfortunately act as a constrant competition

between providers as regards quality of brand, hey trestrict the
amount one company can differentiate their prodwatn those of a
competitor. Although minimum benefits are not gotegbe removed
from the PHI market, there is scope for reformihgnh. The minimum
benefit regulations have not been reviewed formg ltme and some of
the benefits specified have become outdated antdl dmureplaced by
newer procedures (The Competition Authority, 200His would give

insurance providers a little more room to differat® their product
further from those of their competitors.

4. Reducing Switching Costs

As a result of risk equalisation there will be marempetition for
customers with higher risk profiles. Currently lretmarket, there is a
lot of inertia among customers as regards switchimaurers (HIA,
2005a). Although open enrolment, community rating &fetime cover
ensure that switching is easy and almost costthese is a perception
that switching is difficult and costly (HIA, 2005alf customers’ risk
profiles are equalised but older people are highijikely to switch
insurer (even with substantial cost savings), VHifiarket power would
be greatly increased having a negative impact anpetition. They

15 Although the basics of the reports are, to a gertEnt, identical they do contain a couple of
major differences. For example, while the CometiAuthority are in favour of both
bundling/tying arrangements and buyer power imtlagket, the HIA are not.
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would have an effective monopoly over a sizeablgnsmt of PHI
consumers. Thus, it is of utmost importance that A address this
issue.

Conclusion

The risk equalisation scheme which is in the preagsbeing implemented
in the Irish PHI market has both anti-competitiveel zompetitive aspects to
it. As a result there are compelling arguments &rd against its

implementation. On balance however, the benefits cofrecting the

instability in the market owing to risk selectiomutaeighs the negative
effects that risk equalisation will have on the kedr In accordance with the
fact that the implementation of risk equalisatisrvital for the market, there
are a number of other reforms that are vital fanpoting competition in the
market. Without these further reforms the benaditgisk equalisation are
likely to be undermined.
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DUBLIN'S CHRONIC CONGESTION: WHAT WE HAVE DONE
AND WHAT WE HAVE FAILED TO DO

SIOBHAN SCALLAN
Senior Sophister

In this paper Siobhan Scallan considers the vadests arising
as a consequence of Dublin’s road congestion probleand
explores the measures that have been employedtéoiniaan
effort to alleviate the growing crisis. Consideritige London
model as a case study, ‘congestion charging’ ismérad as a
possible solution. It is argued that such a polieyl only be
beneficial in conjunction with increased investmeand
development in public transport.

Introduction

“Roads and rail are the arteries and veins of a mwdeconomy. Clog them
up and circulation starts to fail. Ignore the disegfor too long and the
patient’s condition may take a serious tutn”

Traffic congestion is a rapidly growing concermiany contemporary cities
and Dublin is no exception. Congestion can be @dfias “waiting for other
people to be served” (Thomson, 1974:72); it is dieéay imposed by one
vehicle on another. This is not an efficient sysferma modern economy.

This paper considers the current congestion proliedublin. The
costs associated with congestion are exploredowip from this, the merit
of the government’s response over the last fortgryeis questioned.
Congestion pricing, a proposed policy solutiondiscussed and its success
in reducing congestion in London is examined. Tmochade, this paper
advocates an increase in the marginal cost of rimgtan the city, relative to
the fixed cost via the pricing mechanism.

! The Economist, 2006
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Gridlock Beckong’

Dublin's transport infrastructure was unpreparedth®e record period of
economic growth in the 1990s. This brought abopih@nomenal increase in
the number of cars in the city, and generated arssxdemand at peak hours
for an inadequate public transport system. Foramst, between 2003 and
2004 the number of cars licensed in Ireland grev6®9o (CSO, 2004). As
expected, this rise in the level of car ownershgincided with an ever-
increasing reliance on the private motor vehiclettes preferred mode of
transport. The percentage of people driving to wiorkDublin increased
from 45.1% in 1996 to 50.3% in 2000 (MorgenrothQ20 This flow of
vehicles into the city meant the ratio of road spéx vehicles diminished
rapidly. Such an increase in the number of vehides significant
implications for vehicular emissions and congestianDublin. This is
largely due to the fact that the development ifffirananagement, public
transport and “growth in road space has not kepe’péClinch and Kelly,
2001:4).

Car commuting is another major cause of trafficgastion. Dublin
City Council has been monitoring inbound commutar urney times
during the morning peak period since 1994. Datajaumney times and
average speeds are summarised in Table 1. Thegaverbound journey
times during the morning peak period on the 20a®suhonitored increased
by 44% between 1994 and 2002, while average spigdimed by 31%. It is
evident that changes are needed.

Table 1: Private Car Commuter Journey Times/Speed4994, 1998 &
2002 (Average for 20 Routes)

Morning Peak 1994 1998 | 2002 % Change
Journey Time (mins.) 21.24 26.19 30.65 +44%
Average Speed (km/hr 16.71 13.5% 11.58 -319

Source: Dublin City Council

The Costs of Urban Road Congestion

How much is congestion costing us? The distinguisbeonomist Button,
has shown congestion to imply a “dead-weight welfass and to reduce the
economic efficiency of any transport system” (Bnofto1993:118).
Congestion represents a cost to those who are pmogeto a person’s

2 Title from The Economist, 2002.
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decision of undertaking a journey. Any side effeatdether positive or
negative, of the decision are known as externalititousing policy during
Ireland’s economic boom was particularly inadequaensequently the
spread of the Dublin commuter belt to compriseoélLeinster, and further
afield, has resulted in many undesirable exteipalifThese include “further
congestion, increased travel time to work, risingsfrations and stress,
increased fuel use and associated greenhouse dgsolntion emissions”
(Clinch & Kelly, 2001:4).

Clinch and Kelly describe how a recent report frorfras/IWW
(2000) placed the “external costs of all transporthe EU at 8% of GDP,
with private cars accounting for some 58% of thastt (ibid:6). It is
approximated by the Dublin Transportation Officattisongestion costs in
terms of lost time amount to £0.5 billion per annwimile the “Small Firms
Association are less specific, stating simply tihas costing the economy
millions every year” (ibid:7).

Economist Johansson-Stenman in his repRegulating Road
Transport Externalities: Pricing Versus Command &whtrol, outlines the
principle externalities of traffic congestion asalissed below.

Environmental Costs

Of all the environmental pressures facing Irelacoigestion is the most
highly correlated with GDP  growth, with car owsleip growing at over
7% per annum (ibid). There are numerous negativeir@rmental
externalities resulting from road transport. Thesmsist of noise, dirt,
vibrations, toxic fumes, safety fears, loss of ady, disruption and the need
for relocation of people and industry (Button, 1293

Increased numbers of vehicles contribute to theellef noise
pollution in an area (Johansson-Stenman, 1999)owing to an OECD
EST report in 2000, high levels of transport naisé contribute to sleep
loss, high blood pressure and cardiovascular dis€éHse report also notes
that current EU limits on noise emission levels affse exceed levels
consistent with health and comfort.

Congested traffic results in repeated acceleratiengleration and
idle motors. “Emissions from cars can be found ¢oup to 250% higher
under congested conditions than under free flownaffic” (Clinch & Kelly,
2001:5). chemissions contribute considerably to global warnmang are

of particular concern in the Irish case given tequirements of the Kyoto
target. Other pollutants include QO\/OCS, CO and particulate matter, the

latter two being particularly damaging to human Itedibid). Convery
(2001) affirms that the vast majority of air polan in our cities, and the
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related health and other dysfunctions, are a cagseg of emissions from
road-based transport.

Accident Costs

There is a significant correlation between the neindd vehicles on the road
and the probability of accidents. Congested trafficundoubtedly more
stressful than free flowing traffic. The frustrati@of being 'hemmed in' in
traffic can lead to over acceleration when roads elear (Johansson-
Stenman, 1999). There are many components invalvéige external costs
of accidents including physical costs, mental cast$ loss of output.

Road Wear and Tear

Road damage is primarily thought to relate to heeskicles and factors
determined by the weather. Although heavy vehides responsible for
most of the damage, the phenomenal increase in usage has also
contributed significantly to the wear and tear dfan roads. The cost of this
damage is not simply the cost of road repairs, et cost of discomfort and
damage to cyclists, other motorists and their @ekirom poor road surface
integrity” (Clinch & Kelly, 2001:6).

Time Loss

The major cost imposed by traffic congestion isaligufound to be time;
“queuing up for the use of a transport facility asldwing down in its
consumption take up the user’s time” (Button, 1998). This is a large
cost to the Irish economy. Congested traffic leaddelays and undoubtedly
contributes to drivers’ stress and anxiety (Johams3enman, 1999).
According to IBEC'’s Traffic Congestion Survey in(8) some 89% of Irish
businesses are affected by traffic congestion hisdfigure is higher, at 95%
in Dublin.

What We Have Done?

‘Engineering dominance’ is distinctly evident inetlicovernment’s policy
responses over the past few decades. Irelandlimdtie investment phase;
building roadways and railways. These activitieeggate substantial social
costs at the expense of general traffic flow. Treditional outcome of
“transportation planning exercises in Dublin hasrba set of ambitious and
expensive plans to expand capacity” (Keegan, 2@33:The transportation
strategy for 2001 to 2016\ Platform for Chang is no different in this
regard, being both predominantly ambitious andlgost
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According to a progress report in the National Depment Plan
2000 - 2006, the following positive developmentsDablin’s transport
network can be noted (National Development PlanQ620 Significant
upgrades continued to be made to Dublin’s natiooatls in 2006 with an
allocation of over €137 million, over €41 millionas allocated for non-
national roads throughout Dublin. The Dublin Pomnfel was opened,
improvements made to the Naas Road and the upgradithe M50 is now
under way. In 2006, Dublin Bus planned to purcha@ replacement
double-decker buses which cost €29 million, andSkptember over 80 of
the buses were acquired. In the first six monfi2006, LUAS carried over
12 million passengers. There are now eleven Quilis Corridors (QBCs)
constructed in the Greater Dublin Area and in 2@® million was
allocated to the Dublin Transport Office for theamhed doubling of the
QBC network. 5% of commuters in Dublin cycle (DubliCity Council,
2004). Dublin City Council’s objective is to doulileat over the next seven
years via the construction of 160 km of a strategyicle network. In recent
years, there has been a dramatic improvement irséaxices in Dublin from
a customers’ perspective as a consequence of manitst liberalisation.
Towards the end of 2004, the city’s taxi fleet dstesl of 10,000 licensed
carriers (ibid) as opposed to just 1,975 in 199&d¢fan, 2003).

Recently, in November 2006, the Irish governmemehrated the
first anniversary of its investment plan Transp@ft; a large transport
investment plan for the years 2006 to 2015, codftirglrish taxpayer 34.4
billion euro. Dr. Sean Barrett of the Economics Bament, Trinity College,
Dublin states that Transport 21 is a “seriouslywvéid document” (ESRI,
2006). Barrett describes the plan as showing ak“la any evaluation
culture in the Department of Transport and its sipegagencies” (ibid).

According to IBEC’s Traffic Congestion Survey 20045% of
Dublin—-based companies had a lack of confidencetha National
Development Plan, compared to the 74% that lackefidence in Transport
21 in 2006. IBEC Transport Director Reg McCabe sdtet the “industry
would like to see a number of urban congestiorefgdrojects included in
Transport 21” (O’Connor, 2006:32). Of course, thmelihgs of a survey are
not definitive.

The Irish Government has evidently invested heawilgr the past
decade to provide reliable and timesaving altevesatito private car
commuting. Nonetheless, thousands of commutersugah residents must
endure chronic congestion in Dublin city each d&ublin buses operate in
far worse traffic than any other European city,cadeg to an EU-based
public transport study” (Connolly, 2003). Is thevgrnment’'s response of
continued and greater investmentrgoing to achieve an efficient transport
network in Dublin? What the urban public now nesdan incentive to
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switch from the private motorcar to public trangpothus reducing
congestion and benefiting society as a whole. Roéeing is a potential
policy solution, having proven itself in both Londand Singapore. It may
well be Dublin’s answer to congestion.

What We Have Failed To Do?

Economist Newbery (1990) describes road space &sltmble and scarce
resource’ that should be rationed by price. It tvaly recently been accepted
that managerial measures such as “pricing are dheat solution to urban
road-congestion” (Barrett, 2002). Road pricingiiseems, the best method
to internalise the undesirable costs related t@estion. Barrett comments
that we have allowed the road pricing debate t6doeninated by negative
critiques” (ibid), making the issue a tenuous orith wolicy makers.

Singapore provides a prime example of a succegsfupplemented
road pricing scheme. The success of the schemelaxgsly due to the
exemplary public transport system which includédedro. Dublin’s lack of
an integrated public transport system, gives subst#o the argument that in
the absence of adequate alternatives, road priairigublin is politically
unacceptable. However, under the government’s Natibevelopment Plan
2000-2006 many alternatives have been provided lesdy discussed.
Transport 21 also outlines vast investment in thblip transport network,
including the provision of a Metro line. IBEC stgip endorses the Dublin
Metro project, “which can contribute massively telieving congestion”
(O’Connor, 2006:32).

Regarding equity considerations, Clinch argues thagher tolls
disproportionately affect poorer drivers” (ClinchdaKelly, 2001:16). This
argument, however, ignores those who travel by ipubhnsport, as they
cannot afford a car. Barrett argues that “roadipgicdoes not harm low-
income people because the bus will be the big gdiinen creating a market
for the first time in scarce urban road space octviit is an efficient user”
(Barrett, 2002). Low-income people will benefit indess congested routes
and faster journey times, thus enduring a lowerrjey cost overall.

Fears that road pricing will merely result in ansgerral of the
congestion problem to just outside the pricing zaiso causes opposition.
Barrett refers to this problem as “The Ranalaghbfm”. People will start
to perform U-turns to avoid the charge and furtbengestion will result.
However in the London case, fears of this kind wenéounded and the
pricing zone was recently further enlarged. In Lamd‘higher traffic levels
did not materialize, at least partly as a resultgfroved traffic management
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systems that adjust traffic lights to manage trmwflof traffic on and
approaching the ring road” (Leape, 2006:167).

Success of London’s Policymakers

As early as the 1960s, the road congestion problas underlined in the
field of economics in the Smeed Report (1964). Adbthis time, Vickrey
(1958, 1963) and Walters (1961) formalized Pigod’820) ideas on the
application of marginal social cost pricing to tb&se of congested roads.
The report recommended the introduction of roadimpgi in London. Road
pricing is a system of charging drivers for trawegl through certain urban
areas. It was not until forty-three years latemoiwator Ken Livingston
introduced the economic concept of pricing awaygestion into London,
and proved the system to be a phenomenal succkeesnffoduction of the
London congestion charge is “a triumph of econoimfteape, 2006:158).
Leape describes it as representing a “high-profildblic and political
recognition of congestion as a distorting extetpaind of road pricing as an
appropriate policy response” (ibid).

The charge has had a significant impact on corgestivels. One
way to measure congestion is in terms of minutesleldy experienced
compared to an un-congested travel rate. Usingntk&@sure, congestion has
fallen an average 30% from the start of the chamgeebruary 2003 to mid
2005 (Transport for London, 2005:14). “The dropcangestion levels, and
increase in average speeds, reflects mainly a aseran queuing time at
junctions” (Leape, 2006:166).

Pricing had a favourable impact on public transpottondon. The
congestion charge sought to reallocate road spem® Pprivate motor
vehicles to public transportation. The higher praferush hour car travel
induces many to switch to public transport. Thighis incentive Irish policy
lacks to urge Dublin people to change their mod&asfsport. The switch to
public transport reduced congestion and led toem®ed travel speeds for
buses which in turn further encourage patronagéke atso reduced average
costs per passenger to transport providers (Le#)88:166).

In the most recent detailed estimates drawn fromn3port for
London (2006:171), the total estimated social ahnasts of the congestion
charging scheme are £163 million, while the totatwal benefits are £230
million. The case for congestion charging is cleddverwhelming” (Wolf,
2007:15).

Despite London’s phenomenal success in reducingesiion, the
general public are still feeling the pain of payifog space that used to be
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free. On February 152007, 1.5 million people had signed the Downing
Street petition that argues that “road pricing ligady here with the high
level of taxation on fuel” (ibid). Wolf questionan 1.5 million people be
wrong? Yes, they can” (ibid). Wolf explains thae ttax that drivers pay on
fuel is an efficient way to encourage people to fusi-efficient vehicles
and reduce emissions. It is not an efficient wayettuce congestion. “It is a
principle of economics and common sense that oredsnéno stones to hit
two birds” (ibid). If the objective is to cut emisas and congestion, one
needs a fuel tax and road pricing.

Conclusion

The answer to Dublin’s traffic congestion lies incpng. This will reduce
the traffic on the roads, while maintaining thewlef people. We should
seek a shift in preference from the private mototoaother more efficient
available modes. Road pricing has the power to npaltdic transport and
other modes relatively more attractive to the gavaotorist.

The numerous costs of congestion to our societyearvitonment
have been discussed, the Government's current astl golicy solutions
have been explored and the results can be easiigredd — widespread
chronic congestion. There is an overwhelming caseficing to solve this
problem, provided it is part of an integrated apgtoto investment in roads
and development of public transport. In Londortpdk the courage of Mr.
Livingstone’s convictions to initiate the policylstion. Does Ireland have
such a politician? Only time will tell.
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ENNISKILLEN SOUTHERN BYPASS: A COST BENEFIT
ANALYSIS

LAURA J.GIBSON

Senior Sophister

Congestion is endemic in modern Ireland and thentaf
Enniskillen is no exception. In this essay Laurabsen
challenges the decision to exclude the proposedisEitian
Southern Bypass from the Transport Plan 2015. Télaility of
the project is investigated using a comprehensivgt-benefit
analysis. To add further depth to her analysis, tsa@parate
alternatives to the project are considered; impositof a road
toll and increased expenditure on public transport.

I ntroduction

Continued growth and development in the Enniskiligaa has led to an
increase in delays and congestion at some of theatrpoints in the
transport network during periods of peak demancerage daily traffic has
increased from 10,870 vehicles in 2003 (FDC, 2b@#)12,180 vehicles in
2004 (RSNI, 2004)on the main A46 route to Belleek and Donegal. In a
rural county, such as Fermanagh, the lack of adequablic transport, the
dispersed population and distances to hospitadgepl of work and schools
all point to the need for an adequate road stracfline Enniskillen Southern
Bypass was one of a number of schemes appraisethdlusion in the
Forward Planning Schedule of the Regional Strat@gansport Network —
Transport Plan 2015, a strategic plan dealing Withtransport needs of the
whole of Northern Ireland, proposing a total inwesht in transport of
£2319.8 million from 2002-2015 (Department for Rewl Development,
2005). However, the proposal for a Southern Bypddsnniskillen was not
included as the Roads Service claimed that it didrank sufficiently high
enough when assessed against other competing sshesémost of the
traffic going into the town of Enniskillen stays the town” (Divisional
Planning Manager, 2005). However, with a geogragtposition that places
the town in the centre of major transport corridorthe region, it is thought

! Fermanagh District Council
2 Roads Service of Northern Ireland
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that the exclusion of the proposal from the Plasigmificantly unjustified.
Mr. Sam Foster, Fermanagh and South Tyrone repsanof the Ulster
Unionist Party, summed up the problem well whenresising the Northern
Ireland Forum:

Much to my disappointment, the proposal for a SeuttBypass for
Enniskillen has been overlooked. | respect thaésts, the
dedication and the integrity of all the Committeembers... but, as
none of them comes from anywhere near the WesbwthSNest of
the province, all the thrust is towards the Ea@toster, 2003)

Economic Impact of Congestion

Additional costs to Fermanagh businesses due tknesaes in the local
road infrastructure have been estimated at £1 [fomjber year based on the
following; the effects of lost orders due to indhilto provide fast and
reliable deliveries, costs of accidents, damageddgoin transit and
additional fleet maintenance and repairs due tor pomad services
(Fermanagh District Council, 2002). This is equivdlto approximately £30
per resident of the county. Applying this figure ttte population of the
surrounding cross-county road catchment area (jimoyides an estimate of
the annual economic cost of poor road infrastréctiar be approximately
£6.3 million. This is almost certainly an underhestte. It does not account
for business lost due perceived length and unpiaulity of journey times
in the region.

While the economic impact of congestion in Enniskiland the
surrounding area is of great concern, it also maatgmpact on local people,
in terms of time constraints and other negativeermslities. Examples
including noise, dirt, vibrations, toxic fumes, egf fears, loss of privacy,
disruption and the need for relocation of both pea@nd industry (Button,
1982). All of these problems would be significantiglieved by the
construction of a 2km length of single carriagewagd from a point just to
the north of the Killyhevlin Hotel, following theoute of the old Sligo,
Leitrim and Northern Counties Railway line to jalre A509 Cavan/Dublin
near its junction with the Sillees River.
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Cost-Benefit Analysis

Cost-Benefit Analysis (CBA), as defined by E.J. Mia (1998), sets out to
answer whether a number of investment projectsldimiundertaken and if
funds are limited, which one or more of these migjshould be selected, all
of which would otherwise qualify. CBA is suitablerfthe analysis of
capital-intensive projects as a means of assigexgenditure to specific
outcomes of the project, depending on the level tloéir relative
performance. With projects such as the Bypass,sardetoll is charged it
will not gain monetary benefits to pay-off agairtbie initial costs of
construction or the continuing maintenance cogtsrabenefits and positive
externalities must be assigned a monetary valwedar to justify the costs,
both in terms of monetary expenditure and negatixternalities resulting
from the project. It is in the allocation of suchsts and benefits that |
believe the Roads Service has not been accuragfficient, leading to a
false impression in their assessment of the need Bouthern Bypass for
Enniskillen.

Proposed Costs of | nvestment

Georgi (1973:18-19) has defined project costs tiee Value of goods and
services that are required to establish, maintathaperate a project.” Scott
Wilson and Ferguson Mcllveen, in their original romic assessment of the
Southern Enniskillen Bypass, have estimated that ttital cost of the
scheme, including an allowance for risk and optimibias, amounts to
£10.7m? (Fermanagh District Council, 2005a) composed afstmiction
costs of £10.1m, land acquisition costs of £0.1nd g@meparation and
supervision costs of £0.5m. This suggests thealritist per kilometre to be
£5.35m.

This figure, when compared to the relative totadtanf the Cavan
Bypass at £5.59m per kilometr@infacts, 2007) and that of the Drogheda
Bypass at £6.89m per kilomeftébid) seems reasonable. However, these
totals are based on the cost of building roadsrétamd, which doubled
within a few years. This fuelled large cost ovemsu 92.4% cent on the
Cavan Bypass and 117% on the Drogheda Bypass.(ilmidaddition, the
National Development Plan 2007-2013, launched ol 2&nuary 2007,
states that land acquisition accounts for 23% efdbst of road projects in

% Mid-2002 prices
4 Total Cost = €33m, distance 3.9Km, (1 EUR = 0.68GBP)
® Total Cost = €244m, distance 21.5km, (1 EUR = 0168 GBP)

145



ENNISKILLEN SOUTHERNBYPASS

Ireland. While land prices in Northern Ireland canbe directly compared
with those in the Republic, an estimation of landuasition costs to be only
£0.1m in this case seems to be an underestimatellyrithese estimations
do not encompass continuing maintenance costeqirtbposed Bypass.

Proposed Benefits of | nvestment

The benefits of a project, as defined by Georgi7@99) “comprise of all
the positive effects, less the negative effectylteng from the realisation of
the project regardless of whom they fall to.” Bérrend Mooney (1984)
have characterised three main benefits which haea lquantified in studies
of highway investment, namely time savings, acdideduction and vehicle
cost savings. Through the following analysis, tle tShadow Prices and the
overall Net Present Value for the scheme, whichlehHaeen computed in the
original CBA prepared for Fermanagh District Colynginall be discussed in
order to gain a true understanding of whether drthe appraised project
should have gained acceptance into the Transpant Z215.

Journey Time Analysis

“Time savings allow further activities to be engdge.” (Barrett & Mooney,
1984:22) To understand the impact that the Bypasddihave on people in
and travelling through Enniskillen, an analysigafrney times between the
two ends of the proposed Bypass was carried outhat request of
Fermanagh District Council, using the existing reaicture. An approved
driving instructor was commissioned to undertakga2®neys (10 each way)
from the car park at the Killyhevlin Hotel to th® #MPH speed limit on the
A509, between the 9of January and the Z2of February 2005. The mean
journey time was 19.9 minutes. However, this wdsciéd by a number of
fairly long journey times. The modal and medianri@y times were both 16
minutes. The most notable feature of the distribupresented, is that 6 of
the journey times (30% of the total trips) were 1028 minutes in duration
and 4 (20% of the total) were over 30 minutes. Tiwegest recorded
journey, during a peak time, was 38 minutes.

These figures can be used to illustrate the jourtimg savings
which the Bypass would bring about. Compared toatlerage journey time
of 19.9 minutes found in the survey, driving alahg Bypass would take
approximately 2 minutes (2km @ 40MPH or 60KPH). Therney time
saving is therefore 17.9 minutes. 2,100 journeysdag would be predicted
on the Bypass if it opens, growing to 2,700 per dayhe longer term
(Divisional Planning Manager, 2005). The calculatiof annual journey
time saving, on this basis, is shown in the follogvtable:
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Table 1. Annual Journey Time Saving along Enniskillen Southern
Bypass

2100 2700

Journeys Journeys

per day per day
Average Journey Time Saved 17.9 17.9
Total Daily Journey Time Saved in Hours 626.5 805.5
Total Annual Journey Time Saved in Hours  228,67R.5294,007.5
Total Annual Journey Time Saved in Day$ 9,528 12,22
Total Annual Journey Time Saved in Years 26.1 33.6

Source: Scott Wilson, Ferguson Mcllveen (20BBhiskillen Bypass: Updated Economic
Assessment

Current guidance from the Transport Plan on theevaff time saved in road
journeys suggests an average value of £8.65/hduicled Applying this
value to the journey time savings suggests an dreaenomic benefit of
£1,975,730 on the basis of 2,100 journeys per dwaly £2,540,225 on the
basis of 2,700 journeys per annum.

Accident Cost Savings

Accident data prepared by Scott Wilson and Fergwdotliveen (2005) via

the COBA 11 Release 6 computer model presents exticmbst savings of
£2.893m. This implies that while Enniskillen hasedatively low accident

record, 56 collisions in 2005/2006 (Fermanagh @isiolicing Partnership,

2006), compared to similar-sized towns in Northéeland (Omagh, for

example, is reported as having 73 collisions in §0the number of

accidents will be further reduced on the Bypassis Theduction in the

accident rate will be largely due to, “the redustin the number of junctions
drivers will face on the Bypass, along with thegemece of a central barrier
along a portion of the 2km proposed carriagewaygpartment of Regional
Development, 2007)

Vehicle Cost Savings

The COBA model has presented a figure for vehiokt savings of £0.214m
per annum, encompassing fuel savings. This figeismaller than expected
and could be overly conservative, due to the faat it does not capture the
extra fuel consumed by increased moments of a@atalarand deceleration

¢ Regional Strategic Transport Network — Transptah R015; this figure is recommended
when more accurate vehicle type information isawvatilable
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during the current congested conditions in the tdBarrett & Mooney,
1984).

From these figures, combined with an updated figorehe cost of
the scheme, including maintenance costs, the dvenphct of the Bypass
has been calculated.

Table 2. Overall Impact of the Enniskillen Southern Bypass’

Benefits £ millions

Time Saving Benefits 2.5¢4
Accident Cost Savings 2.893
Vehicle Cost Savings 0.214
Business Benefits 18.682
Consumer User Benefits 17.34
Present Value of Benefits 41.67

Costs (Gover nment Funding)

Present Value of Costs 13.0%1
Overall | mpact

Net Present Value 28.619
Benefit to Cost Ratio 3.198

Source: Scott Wilson, Ferguson Mcllveen (2005) Ekiilen Bypass:
Updated Economic Assessment

Cost-Benefit Analysis Overall Results

It can be seen that the proposed Southern Bypasklwgenerate an overall
Net Present Value of £28.619m, with a correspon&iegefit-to-Cost Ratio

of 3.193. In monetary terms this means that fomaestment of £13.051m,
the benefits are equal to a monetary value of £41.@y this analysis, the
benefits far outweigh the costs. In addition, itsinie noted that this
analysis fails to include the majority of non-margt externalities, both

positive and negative. However, due to the fact tha proposed Bypass is

" COBA 11 Release 6 analysis is based on defaultai@raffic growth and default economic
growth with costs in 2002 prices. The evaluationqekis 60 years, with the first scheme year
being 2008. The Discount Rate is 3.5% for 30 yeheseafter 3.0% for 46 years, thereafter
2.5%.
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aligned to run along the old Sligo, Leitrim and M@rn Counties Railway
line, it is assumed that the additional non-monetaenefits would far

outweigh the further possible costs. Examples eke¢hcosts include the
environmental impact, as no buildings would havbaalemolished and few
buildings along the old railway line will be expds¢o visual intrusion

(Barrett & Mooney, 1984).

Although NPV data for the further proposed scheried have
been included in the Transport Plan 2015 are negemted, it can be seen
that with an NPV of £28.619m and a Benefit-to-Cratio of 3.19, both
almost certainly understated, it is hard to imagimey the Enniskillen
Southern Bypass was not included. Further analistsvs that while the
other schemes could perhaps have lower NPVs, theghie a much lower
initial outlay of cash. For example, Stage 3 of @eagh Bypass requires an
outlay of only £5m and Stage 2 of Strabane Bypasglires only £4m
(DRD, 20055. It is the high level of initial outlay which sesnto be the
deterrent of the Roads Service against the inalusi6 a Bypass for
Eniskillen.

Alternativesto the Bypass

When the original assessment of the proposal fwwhern Bypass for
Enniskillen was undertaken, 2 alternatives werdistli

* Increased expenditure in the rural public transpetivork.
* Atoll to reduce unnecessary traffic through thardyg town.

Increased expenditure in the existing bus netwlréutghout the county was
turned down on three counts. Firstly, due to ttgh ldispersion of the rural
population a great hike in the service, supportgdhbge infrastructural
investment, would have to be considered to make oty of obvious
influence on the traffic coming into the town. 8edly, despite the fact that
the bus is an efficient use of road space, as Bangl Walsh (1983) point
out, with such a dispersed population as that imeagh, “in the absence
of a market, [the bus service] is unable to deaveommercial advantage
from this efficiency” (ibid:364). Finally, an incased bus service would not
address the congestion caused by the heavy traagpnorvehicles travelling
through the town along the regional transportatiomidors.

8 Department for Regional Development
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The adoption of a toll, in line with Newberry's @®) rationale that
as road space is a scarce and invaluable resaustguld be rationed by
price, was suggested as a ‘quick-fix’ alternatiee reduce unnecessary
journeys through Enniskillen. It has been calculateat a toll of £9.24
would be required to reduce traffic numbers sigaifitly and cause average
or individual cost to rise to the marginal cosagburney. This would equate
the supply and demand of available trips with npaci#ty in excess. It is a
huge price to pay for a trip into a county towndéed, the daily cost into
London, originally put in place by Ken Livingston February 2003, is
currently £8 (Transport for London). Thereforecdauld not be expected for
people entering a county town to pay even more thign

Proposed Solution and Conclusion

Following the analysis of the original CBA, addita traffic surveys and
proposed alternatives, it can be seen that a SowuBypass is the only truly
viable solution to the congestion problem in Eniflisk. The major flaw in
the Roads Service’'s analysis of the need for thpaBy is their failure to
consider it as a circular route for journeys thatrently have no option but
to travel through the town. In that sense theifdysmis does not “measure the
benefits and costs wociety as a wholéBarrett (1985:48). The fact that the
Bypass will act as a circular route to traffic, dedo be further stressed to
the Roads Service and backed up by empirical evalénthe scheme is to
be included in the Transport Plan 2015, or in adgiteonal plan for that
matter.

Therefore, it can be seen that the most valualsisoles for those
involved in the case for the Bypass is to consilervast improvements that
can be made in the Cost Benefit Analysis. The sehsgpresents a sound
transport initiative. However, more realistic e\atlon of the cost elements
and ways to reduce initial cash outlay should hemipriority, in order to
gain consideration by the powers that be and tanerithem that in such
initiatives we are, “aiming for [a] Pareto optimalprovement for society as
a whole...” and in the case of the Enniskillen Souttgypass the “gainers
can (indeed) compensate the losers.” (Barrett, 5482
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MARITIME TRANSPORT IN IRELAND: HOW PORTS CAN
ENCOURAGE ECONOMIC GROWTH

JESSICAFERGUSON
Senior Sophister

Ireland’s economic development has placed unpredede
pressure on the country's infrastructure. Jessicardgtson
examines the importance of ports to Ireland’s ecoynocand
points out that capacity constraints are now atsiwilevels.
Solutions to this problem are discussed, with then®re
proposal emphasised as the most feasible option.

Introduction

“Whosoever commands the sea commands trade; whersoev
commands the trade of the world commands the richdse world,
and consequently the world itséelf’

The gains from trade, and consequently economiowtto are well
documented, empirically evident, and desirable., ¥t Kondratieff and
other economists have discovetedith every boom comes a downturn in a
cyclical fashion that is inevitable (McAleese, 2D04eland has experienced
major economic, social and political change in récgears. ‘Peaks’ and
‘troughs’ are readily identifiable; the recessiorf the 1980s was
dramatically replaced by the booming 1990s, migratipatterns have
reversed from a position of net emigration in tighges to net immigration
today, major unemployment in the eighties succumb®dalmost full
employment during the mid to late 1990s, the Inmbpulation is at its
highest figure in 130 years and the future of Nemthireland looks bright. In
2007 it is evident that another economic fluctuatias occurred; the Celtic
Tiger, characterised by extraordinary economic gnonates in Ireland from
the mid to late nineties, has peaked and left majptications for transport
in its aftermath. This essay will look at capadggues at Irish seaports, an
indirect consequence of the preceding economic bdtarticular attention

! Sir Walter Raleigh, (Garrison and Levinson, 2006)2
2 Kuznets, Juglar and Kitchin

121



MARITIME TRANSPORT

will be paid to Dublin Port and remedies requirecehcourage Ireland into
the next stage of the economic cycle.

The Irish Economy: Exports and Ports

As a small open economy, Ireland is highly depehdartrade for economic
prosperity and sustainability. Exports currentlynmise over 80 per cent of
Gross Domestic Product (McCall, 2006). In 2005,altolrish exports
reportedly reached a value of €88 billion, an iase= of 4.7 per cent on
2004, (Gurdgiev et al., 2005). During its most réqeeak in the mid to late
nineties, Ireland’s economy was growing at an ahauarage rate of 8-10
per cent — a figure perfectly exemplifying the Hesuachievable via
openness to international trade. A good qualitseistfucture system is also a
crucial prerequisitefor such healthy economic performance. As an islan
located on the periphery of Europe’s lucrative reérkireland has a
particular interest in maritime transport. McC&bDQ6) and the Department
of Transport (2005) both believe that 99 per cdnreland’s foreign trade
uses “the maritime supply chain”(Department of Transport, 2005:10).
Given Ireland’s location, it is clear that portsitg the essential link
between sea and land transport, play a vital mledland’s trade activities
and hence its economic growth.

The Ports Defined: Role, Purpose and Performance

Ports, by definition, aré'bi-directional logistics systems”(Paixdo and
Marlow, 2003:358), receiving goods from ships, $forting them to land,
and vice versa. They are the central link in commapply and logistics
chains (Banister et al., 1995). The explicit role aoport is to provide
berthage, pilotage, towage, stevedore servicestamdinal and handling
facilities (Mangan and Hannigan, 2000), consegyen#nhancing
competitiveness and facilitating business flexipiind adaptability (Paix&o
and Marlow, 2003). Transport has a limited intrinsivalue but
accommodates the performance of other activitiesrr@®t, 1982). While
ports cannot guarantee an economy’s prosperity, dioesupport its growth
indirectly (Cole, 2005).

% Other prerequisites may include FDI (Foreign Dinewestment), political and constitutional
stability, labour market flexibility, a highly edated, quality workforce, technological
innovation, favourable taxation schemes and more.
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The Irish Maritime Development Office (IMDO) hasagsed both
large and small Irish ports for their record pamiance and contribution to
trade in recent years. They handled an astonisBdnger cent of the total
volume and 58 per cent of the total value of trad2004 and managed to
improve on that in 2005. The Central Bank sugge&@6 and 2007 will
produce figures mirroring this positive. These fgg and predictions
indicate that efficient handling and managemerttade flows at Irish ports
is a crucial contributor to Ireland’s competitivese and economic
performance (Gurdgiev et al., 2005).

A Capacity Crisis

One important consideration arising from thesenjstic outlooks for the
future is capacity. Economic growth has been themneather than the
exception in developed economies since the indlisgvolution (McAleese,
2004). The positive, welfare enhancing resulthef€eltic Tiger have led to
externalities aplenty; congestion, bottlenecks aagacity problems are
consequences that have the potential to damagelriste economy’s

performance.

The Deterministic Model of Congestion

Capacity in a transport system can be illustratgd Higure 1. The
‘deterministic model of congestion’ (Vanags, 193@3%,referenced in Brooks
et al., 2002) treats the throughput of a port étsviere a flow and relates the

output of the system to the cost of produciry it

The three variables of the model are:

q = rate of flow
T = average time spent in the system
D = average density of traffic in the system

4 The costs, in this case, are time costs
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Figure 1. Vanags’ Model
T

T(D)

o D

(Vanags, 1977, as referenced in Brooks et al., 2002

OA is the time spent in the system under perfectditmons, i.e. when
density is zero or very low. As density increastsncreases. D* is the
system’s maximum physical capacity, and as D tetwgards D*, T
increases without bound.

Ireland has approximately 30 ports, yet 80 per cdritade flows
through just four key ports, namely Dublin, CorlhaBinon and Rosslare
(Mangan and Hannigan, 2000). In their Trade andndpart Study
2005/2006, the Irish Exporters Association warred treland’s ports are at
risk of a capacity crisis as trade flourishe¥hey believe port capacity,
particularly at Dublin port, will literally run ouooner than expectedEnda
Connellan, chief executive of Dublin Port, has athg been forced to turn
customers away due to the capacity issues at thg@uBrien, 2006). Both
Irish Ferries and Stena Line predict growth ratesbmut 5 per cent for their
freight service this year, a strong pace that willy intensify capacity
dilemmas. IBEC's transport director, Reg McCabes h#so stressed the
likelihood of “bottlenecks in the Republic's portshich are struggling to
handle record freight volumes” (McCall, 2006:24hiS has been echoed by
The Economist Intelligence Unit in their Country offle (2006).
Independent research conducted by Baxter Eadieand.ORM Consulting
in 1998 and 2000 produced results reiterating pihablem, specifying that
key ports would experience major shortfalls (agnmeiced in Department of
Communications, Marine and Natural Resources, 2005)

® Total volume of international trade (imports angbarts) is increasing by approximately 10
per cent
%i.e. capacity at Dublin Port is tending towards D*
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The Future of Exports, Ports and Economic Performane

If Irish exports are to follow the global incremahtrend, the capacity issue
needs to be addressed immediately and resolveclatdy otherwise our

international competitive position will be jeopaed. A capacity crisis will

essentially increase the cost of doing businesgrelly reducing

productivity, efficiency and economic vitality. Wae essentially victims of
our own success, and the capacity problem is aentingatter of concern if
Ireland is to progress into the next economic arzassfully.

Hindsight may allow us to determine the future staof congested
ports. When tackling the capacity problems, reitegcbn history and
preceding trends is a valuable exercise as it otanpially steer us
from errors in the future (Baker, 1999).

Transport Standards and Economic Performance

Higher living standards typically persuade heavyvestment in

transportation (Fromm, 1969). In Ireland, this wWiast witnessed in the
1950s as the country realised it had an under-dpedl transport system in
conjunction with a developing economy. This ledthe formation of the

Industrial Development Agency (IDA) and other sestsite bodies that
encouraged industrial growth. Ireland now expemsngibrant economic
growth alongside insufficient investment in trangpoesulting in congested
facilities, bottlenecks and capacity problems adbtlire country.

Some Additional Considerations

As Cole (2005) reminds us, a high quality transpgystem and more
efficient and competitive ports, cannot in isolatiguarantee future spells of
economic growth In addition, the amplitude of economic fluctuasoof
recent times actually appears to have diminishethagnitude (McAleese,
2004).

Nevertheless, with globalisation, more countries @ining the
World Trade Organisation, businesses are increlysiadopting ‘just-in-

" Ireland currently suffers from high inflation refted in astronomical house prices and
escalating household debt, social problems sudhcasasing crime rates and a widening gap
between the rich and the poor, and an inadequatéhheervice, all of which may also restrain
economic progression.
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time’ practices (Gordon, 1991) and consumers amorag wealthier.
There is substantial and sustainable demand fdrggovices, the nature of
which inspires economic growth. In reality, receaqtid economic growth is
putting severe pressure and strain on infrastractlihe actual effects a
downturn, however subtle today, could still havéridental consequences
(McAleese, 2004; Baker, 1999).

Resolutions: Implemented and Proposed

Ports Policy Statement 2005

Given the importance of the ports to the econorhg, Irish Government
launched the 2005 Ports Policy Statement which @aeladges the capacity
concerns and proposes to encourage the following:

1. Private sector investment and involvement in tlagesbwned ports
in an attempt to enact the desirable ‘landlord’ eidd

2. Healthy competition within and between ports.
3. Mergers where plausible.

4. A more integrated transport system to facilitate plorts in linking
sea and land transport.

5. Increased consultation and negotiation between gtakeholders
and the Department of Communications, Marine andufdh
Resources and the Department of Transport.

However, the IEA has expressed scepticism towdngl$&Sovernment’s 2005
statement due to long lead times that are to beategd with development
programmes.

Alexandra Road Extension

The Dublin Port Company has tried to relieve itpamdty problems by
applying to develop a 21-hectare site, namely thiex@ndra Road
Extension. However, the project has been plagueddbgys in issuing the
necessary licence, effectively adding insult tautinj (The Irish Exporters
Association, 2005).

8 A mix of public and private ownership and openatfBepartment of Transport, 2005)
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Containerisation

In retrospect, containerisation has been one of ihest influential
advancements for the maritime industry. It has gianised the operation
of ports by reducing transfer times, damage, thdéthour costs,
administration and paperwork, and also increasiagdling abilities and
scale economies (Kraft et al., 1971).

Ro-Ro, Lo-Lo, Speed and Capacity

Ro-Ro (Roll-on, Roll-off) and Lo-Lo (Lift-on, Lifeff) technologies, as well
as increases in ship capacity and shipping speedyther innovations that
have advantageously influenced the maritime inglustr

Bremore

In order to overcome the capacity problems at tbesptoday, perhaps a
more radical and dramatic step is required. Thegfessive Democrats
(PDs) have an ambitious solution — relocate DuBlint to Bremore (Logue,
2006). The proposed project, titlédNew Heart for Dublincould generate
many benefits for Dublin Port, Dublin city, its camters and the economy
as a whole. At its new Bremore site, Dublin Portlgidoenefit from:

1. A site capable of significant expansion.
2. Deepwater port facilities.

Larger modern vessels require sufficiently dreddgdlities to promptly
manoeuvre in and out of ports. The optimal shig sizdefined at the point
where cost per ton, at sea and in port, is at anmim (Jansson and
Shneerson, 1982, as referenced in Brooks et all2)2Meciphering the
optimal ship size is an important and rational erpit task for ship owners
and port operators alike. The Bremore Port claimhdve the ability to
accommodate these larger vessels.

Excellent transport links such as the M1 and tharme Dublin-
Belfast rail line and M50. These inland connectians crucial to the swift
flow of traffic from sea to land and vice vetshandward infrastructure, in
effect, extends and assists the services a bugyppovides. Ports benefit
greatly from multi-modal transport combinations. anevhile, the current

® Ireland’s largest ever infrastructure project deped from the importance of hinterland to a
port. The Dublin Port Tunnel, which opened to irafin the 20th of December 2006, was a
Government initiative aiming to improve the commutem Dublin Port to the major
motorways and surrounding hinterland, and viceajeis reduce traffic congestion in Dublin’s
city centre. The Dublin Port Tunnel effectively @ies an ancillary service, enhancing Dublin
Port’s overall service provision.
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site of Dublin Port would be transformed into a Whattan-style skyline’
(Logue, 2006:26) and would be redeveloped for \@kiaresidential,
commercial and recreational purposes.

The PDs’ suggestion has received support from theistach
(Logue, 2006), Dublin Transport Office, Irish RoBlduliers’ Association,
Chambers of Commerce of Ireland, Dublin Docklandsvélopment
Authority and Dublin City Centre Business Assodati

A New Heart For Dublinalso has its opponents, such as the
Minister for Communications, Marine and Natural Rases, Pat ‘The
Cope’ Gallagher, who has no intentions to relo€aielin Port, and IBEC’s
transport director, Reg McCabe, who believes thevemaould be “an
almighty risk” (Logue, 2006:26).

The Bremore proposal: Costs and Benefits

Any investment in transport should ideally be acpanied by and based on
the results of a thorough cost benefit analysisisltcommon to see
infrastructure projects run over budget and ovwmetias was the case with
the highly anticipated Dublin Port Tunnel for exdepGiven the significant
role of Dublin Port in the economy, and its stratally attractive location at
the hub of economic activity, deems the Bremoreerttre perfect candidate
for extensive cost benefit analysis.

Costs

The costs of such a project would no doubt be insmeiNotwithstanding
that, the social costs must be considered via shauliwes which adjust the
market by including factors such as:

1. Devaluation of residential property at Bremore, ahd nearby
Balbriggan, as a new port arrives on their dootrstep

2. A build-up of traffic at Bremore and surroundingeas. Dublin’s
road congestion problems, namely trucks clogging thg city
centre streets due to business at Dublin Port,beiltransferred to
Bremore as a result of the port’s relocation.

3. The Dublin Port Tunnel will become obsolete asnitain focus.

The trucks who commute to and from Dublin Port wiomow
operate primarily out of Bremore.
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4. The immense inconveniences due to construction cinersions
over the estimated 20 years it will take to conmtée relocation.

5. The possibility that the port at Bremore could famemature
obsolescence if it does not thoroughly considerfitigre potential
of ship size development and thus cannot accomraatatncrease
in the future.

Benefits

Despite these costs, both social and monetaryhehefits to be sought from
this large deepwater port are very appealing anenpially revolutionary. In
some respects, the move to Bremore is just whalib&wort and the Irish
economy require. As the IEA and many others haygessed, the lack of
adequate capacity at key ports will be the biggbstlenge for the export
industry in the short to medium term. The Bremom®ppsal would,
undeniably, be a huge scale project carrying aofotisk and expense.
Equally, it could prove to be Dublin Port’'s saviamd the perfect stepping
stone towards economic prosperity and competitisene

Conclusion

The key ports around Ireland play a fundamenta ol the conduct and
accomplishments of the Irish economy. They handisigmificant and

increasing proportion of the volume of trade trémgl by sea. Given their
record performance in recent years alongside th#cQeager economy, the
ports have now realised a capacity crisis. Theierities are being so
intensively utilised today in response to a dynaagonomy that they may
struggle to perform in the future.

Kondratieff explored the notion of cycles and fluetions in business and
economics. Schumpeté? added to his discoveries with theories of
innovation. In order to nurture and sustain theritof ports, especially the
most congested, Dublin Port, radical innovationeiguired. Remedies such
as the Ports Policy Statement 2005 and the AlexaRirad Extension are
rife with typical planning delays and long lead ¢isn Past inventions in the
maritime sector such as containerisation, Ro-Ro bod.o, have been

10 Joseph Schumpeter, an Austrian economist. Hisdartteory of innovation and
entrepreneurship can be found in his 1939 Busi@gstes, in which he builds on Kondratieff's
waves of economic growth by hinting that ‘clustekinnovations spark long term economic
growth.
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beneficial but new issues need to be addressedndlude that the PD’s
Bremore proposal has much appeal. In relation tondfatieff and
Schumpeter, it may prove to be the right innovafivgredient to see the
ports and the Irish economy exist prosperously suatessfully in the next
stage of the economic cycle.
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THE CONGO WAR: ECONOMIC CAUSES AND CONSEQUENCES
RoB QUINN
Senior Sophister

The causes and consequences of civil war are vaiedcomplex.
Using the modern Democratic Republic of Congo’sntavar as a
case study, Rob Quinn approaches this issue of maiel conflict

from an economic perspective. He examines the dsthat create
and influence such conflicts and employs the ‘Epllnodel’ to

assess the ensuing economic consequences. He dnguesse that
there is a link between the causes of war and pgwaerd as such
there is an economic facet to the prospect for péathe DRC.

I ntroduction

“The Heart of Africa” is a title the Democratic Régic of Congo (DRC)
should justifiably claim. Geographically huge, beridg nine other countries
and drenched in mineral wealth the DRC has thenpiateto be a catalyst for
prosperity across the continent. Sadly, this beltlemmtion has come to
embody everything that has gone wrong since Afsicgave of independence.
Chronically mismanaged for decades, the DRC isafrthe poorest places in
the world. Its Gross Domestic Product (GDP) periteapf $100 (International
Crisis Group, 2006) is a telling sign of the coris in which its populace live.
However it is an even grimmer reality that has midi Congolese lives this past
decade. Between 1998 and 2003 the country felivitd one of the bloodiest
wars since World War Il, which claimed 3.9 millitimes, and continues to Kill
another thousand each day through the conditidmasitcreated (Roberts, 2003).
Regional, national and international armies clasfoedfive years, competing
over security, political and ultimately economideirests. The country was
brought to its knees. The gruesome acts of savagemymitted by all sides
harking back to an era when colonial brutality nebwhie novelist Joseph
Conrad to describe the DRC as humanity’s “Heaafkness” (Conrad, 1902).
The DRC war underlines a trend that has emergeddent decades;
the movement from international, high tech warsiftwals, to ones that take
place in the confines of a single country withlditto motivate those that fight
them, other than a lack of alternative opportugitéad riches from resource
rents (Watkins et al., 2005). Lack of opportunity, utility, suggests a link
between poverty and war. As such, this essay deedugalitatively evaluate the
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economic issues that create and influence modeiih @inflicts, using the
DRC's recent war as a case study. Part one ginmgehaccount of the events
that lead up to the Congo war in 1998, describesatttors involved and their
motives. Part two evaluates the effect that the &g had on the Congolese
economy using the Collier (1999) model of the eenitoconsequences of civil
war. The final section discusses the core cause$otEint conflict and further
problems accumulated during war, applying thenh&oRRC.

The Emergence of Economic Agendas

The DRC'’s people have suffered from the richnegsbeif resources for close to
150 years. Estimated to possess half of the wodditan reserves, the DRC
also holds significant diamond, copper, zinc antll gleposits. During the late
nineteenth century through to 1963, when indeperglewas gained, the
Congolese were brutalised by their Belgian occgpéerd used as slaves to mine
the rich mineral seams that litter the country,eesgly in the east and south
(Meredith, 2005). Post independence, the country mied by Joseph Desire
Mobutu, the central source of power in the DRC draad Zaire) for over three
decades. Mobutu’'s regime was characterised by megey corruption and
economic mismanagement so acute that it weakemeBRC's institutions and
economy to the point of collapse (Wrong, 2002). Heman Development
Report 2005 characterises governance issues inrgesach states that mirror
the DRC’s woes, post Mobutu. Owing to the huge ¥éahsl accruing from
natural resource rents, the Mobutu regime becamwlately unaccountable to
the electorate with no incentive to diversify econmo activity or establish a tax
base. Gécamines, the copper producing parastdfials @ perfect example; it
brought the government 50%-80% of its revenue betid960 and 1975 (Nest,
2006). Incentives for off budget activity also #astvhere resource rents are
available (Watkins et al., 2005), as was the casgaire. The result: a weak and
predatory state with little capacity or legitimaoygovern.

Mobutu was ousted in 1996 by a Rwandan orchestrategh and
replaced by the warlord Joseph Kabila. Kabila spaved hostile to his allies,
fostering former Hutu militia from the Rwandan geit® of 1994 in the forests
of Eastern Congo, whilst arbitrarily distributinggsource concessions that
further disabled the economy. In August 1998, Rwasithultaneously invaded
with her own army whilst funding a newly formed pRwandan rebel
movement, the RCD.Uganda followed suit, allied with a northern rebel
movement named the MLE, composed of disenfranchised Congolese

1 Rassemblement Congolais pour la Démocratie.
2 Movement for the Liberation of Congo.
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businessmen. The DRC government’s plea for helpamawered by Zimbabwe
and Angola. Thrown into the mix were the Mai Mainationalist, inter-ethnic,
crudely-armed militia determined to expel any fgreforce (International Crisis
Group, 1998). Eighteen months and millions of cwildeaths later, a stalemate
was reached, the DRC roughly divided between whstdovernment side) and
east (the rebels). Starved of cash, all actorsrbagaeek means of funding their
military campaigns that would provide quick retuior minimum effort. A
series of economic agendas emerged that convert/a®m from military
funding into private gain (Nest, 2006).

Each actor in the conflict raised funds using ddfé means and
patterns of leadership. Rwanda, in control of tldtan-rich Kivu regions,
integrated a commercial wing into her army. Knowritee Congo Desk it netted
the government $340 million between 1998 and 2@ (N'Daw, 2001). The
RCD, complicit in Rwanda’s activities, extorted rfmothe local populace,
through control of a number of trading routes whictaxed heavily. Uganda’s
operations further north came under the discretioiwantrol of high-ranking
army individuals. In co-operation with the MLC, th#°DF organised security
and logistics for a number of mining areas, expgrtninerals through Uganda
and controlling strategic border towns where aagérwas taxed.

Kabila’s administration benefited from internatibmacognition that
allowed it to fund raise by distributing mining amssions in the areas still
under its control. Easily taxable items such a®lyas were heavily marked up
while widespread state sponsored predation kepgtivernment army in AK-
47s and government ministers in pink champagnel)(idn return for their
military support, Zimbabwe and Angola were giveghts to exploit resource-
rich regions. Zimbabwe set up multiple operatiamghe diamond and copper
rich Katanga province (Nest, 2006). Angola’s ecommoand military agenda
was limited. Most disorganised in their methods evélie Mai Mai militia.
Internally fractured and militarily unsophisticatethe Mai Mai operated by
looting the population and fighting for controltaikable trading routes.

Since the deployment of a UN peacekeeping force NMO) and the
formation of a transitional government in 2003 timetuded all rebel actors, the
DRC has enjoyed relative peace, albeit with negatide effects (Grignon,
2006). The economic agendas that sprouted duriagwiér remain as they
entrench interests at odds with the building ofiacfioning state and economy.
Added to this, the country is economically worsktledn when the war started.

% Uganda People's Defence Force.
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Economic Dimensions of the Post Conflict Environment

Civil conflict results in the destruction of allrfas of capital (Collier, 1999).
Social capital unravels as businesses behave amysiitally to achieve short
term gain. Human capital suffers as people aredilmaimed and displaced.
Physical capital is destroyed as buildings are disimed, land planted with
mines and equipment looted.

One way to judge the actual effect of capital detion on GDP is to
apply the Collier (1999) model of the consequenokgivil war on capital
efficiency and quantity. The model divides factodewments into two types.
Firstly stock levels are endogenous to war as tteay easily be transferred
abroad e.g. livestock, skilled labour, raw mineralther forms are exogenous
e.g. land, unskilled labour. The following Cobb @tas function in equation 1
depicts an economy’s output by endogenous (N) aodenous (X) factors:

Q=aX".N*P

The endogenous factor’s rate of return is givereduoation 2 by its marginal
product minus the depreciation rate (d). The chgitack is in equilibrium
where endogenous factors’ rate of return equalsiesof return abroad (r):

(1-b).aX"N®-d =r
In times of war, an economy’s output will see auaibn for three reasons:

1. The multiplying power of the constamt falls as aspects of doing
business such as transaction costs increase. DimengRC war, most
trading routes came under the control of belligeyamho exacted a
toll, often arbitrarily. This fundraising tool, gaularly used by the
Mai Mai militia raised inhibited trade over longstinces. For twelve
months from September 1998 the Congo River, aartreiding artery,
was closed to commercial traffic and resulted gher transport costs.

2. Depreciation increases owing to the destructiveoat$f of war. The
Katanga and Kivu regions of Eastern Congo are ntlyr@perating at
10% of the agricultural output they enjoyed befokéobutu’s
deposition (Nest, 2006). This resulted from thesisent looting of
equipment and the scorched earth policies emplolggd many
belligerents. A more subtle but compelling desiuaceffect has been a
fall in primary school enrolment rates by over &dtsince the war
began (Watkins et al., 2005) and a leap in numbér&adogos” or
child soldiers (Tuquoi, 2007). More soldiers meaaore immediate
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depreciation since resources to re-integrate thest war are diverted
from more productive use.

3. Assets are more liquid in the developed world, gitlee strength of
laws such as property rights. The uncertainty gaedrin a war zone
places a premium on liquidity and capital flightllvtake place. The
DRC’s mining sector, in spite of being subject taam economic
activity, has suffered as a result of this aspéciw war (Ba- N'Daw,
2001). International and internal actors have mégtad vast quantities
of raw minerals abroad where it can be easily fmiadtash out of other
countries not at war. As such the country’s stotkneral deposits
and capacity to exploit them has diminished.

Given the estimate that violent conflict reduceseaonomy’s growth rate by
2.2% annually (Collier, 2005) the DRC has suffeaedexponential loss during
the past decade. Its GDP shrank by 7% and inflatime to 511% in 2000
(Kisangani, 2006). Since 2003, the IMF has intradlstabilisation policies that
have brought about growth (7% in 2005) and haltdthtion. However, this

belies the government’'s dependence on aid andasedefiscal control of the
formal sector rather than increases in productiote(national Crisis Group,

2006). The deterioration of the country’s capgtick and reduced ability to
use what is left due to the destructive and disvaptffects of war have accrued
to a sizeable human development cost. The DRC’aninfnortality rate is

double the African average of 10% (Watkins et &Q05). Its Human

Development Index currently languishes around™&&nth from bottom (ibid,

2006). Whilst the challenge to achieve lasting ecoisc growth that results in

human development for its people is any impovedskeonomy’s principal

objective, the stakes are particularly high in CanAfrica. Little guarantee of

peace, let alone growth and development existifconditions that Congolese
people live in do not improve. Increasingly the sraiof war and poverty are
linked, nowhere more so than in this region.

Core Causes and Continuing Risks

Studies of post conflict settings show that fortagfive years after hostilities
have ended, a nation has a 50% chance of revaaingr (ibid). The problems
that brought about conflict in the first place naynain. Collier (2006) names
some general causes of civil war in developing toes) three of which were
present in the DRC in 1998. The first is economiclardevelopment; where
poverty and inequality are rife it is easier togiile hands guns to wield.
Secondly, slowing economic growth results in unesabng the population and

205



THE CONGOWAR

provides ample ammunition for rebel groups to disfaéth in governing
institutions’ integrity and competence. Finally, laas been mentioned, easily
captured resource rents make governments less et and effective whilst
giving profiteers an incentive to fight. Being anoaomist, Collier presents
economic reasons for the cause of civil war arghduld be noted that situation
specific security risks and ethnic tensions alspotriouted to the DRC's pre-
conflict woes. However, the accentuated nature atheof these general
economic issues (negative growth and' 1vest HDI in 1998 added to huge
mineral wealth) makes them priorities for peacthenDRC.

Just as the causes of war remain, the post coms#itting is further
marred by negative factors acquired during hogtdjtsocietal polarisation and
lack of incentive to give up fighting (Collier, 26D Understandably, bitter
hatreds and grievances emerge in bloody partseofvtirid, and in this respect
nowhere has matched the DRC since 1945 (Rober@g)26urthermore, key
actors that stand to lose their economic inter®sunlikely to make peace, just
as those that fight for them know little else asegy of life.

Since 2003, political progress in the DRC has disgesome of the
volatile bitterness so capable of provoking bloaashThe country’s first
democratic elections in forty years, that took pldn August 2006, were
relatively peaceful and the government at presemeasonably inclusive of all
sides previously involved in the fighting. Howevarclusion comes at a cost.
Lack of discussion about economic agendas during pleace process
contributed towards legitimising the actions ofekbroups exploiting natural
resources (Grignon, 2006). Proof of continued maé&ponal interests and
meddling is represented by neighbours’ exportesburces they do not possess
(but the DRC does). Uganda exported $58 milliontivorf gold in 2004 in spite
of pre war annual exports of $50,000 (Internatio@ekis Group, 2006). The
DRC is also estimated to be losing up to 80% ofiitss border taxes, currently
the government’s largest source of revenue owingembezzlement and
inefficiency in the collection system (Degeune, 200rhough these practices
emerged as a means of funding military campaidresr tontinuation suggests
motives for self-enrichment. The actors involvedéheen legitimised, wartime
rebel and government leaders forming the trangtiayovernment and then
becoming elected members of parliament. The illegi@ing and cross border
extortion they undertook in the past now falls itite category of institutional
corruption. Given the government’'s desperate needunds, such corruption
leaches the fragile state’'s capacity and legitimaoygovern, potentially
compromising the peace. Poorer than it was in 188B resource rich and
hampered by entrenched interests, the DRC’s carsesaof conflict remain.
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Conclusion

The Human Development Report 2005 finds that ninthe ten lowest ranked
countries by HDI experienced violent conflict irethast decade (Watkins et al.,
2005). This link is graphically illustrated by theRC war, where economic
agendas contributed to, and prolonged hostilifié® clear motives of all actors
to acquire rents from resources and taxation, ptdsgth a cause of the war and
a disrupting factor in the post-conflict environmefs such, the DRC'’s acute
and worsening poverty levels since 1998, and thentribwtion of
underdevelopment to violent conflict indicate thaportance of economic
policy and management toward achieving peace. dsshatural resources
provoke war, they also present an opportunity. DRE’s abundant reserves of
minerals and metals contain enough value to hedp dbuntry’s economy
develop infrastructure, provide health and educati@ncourage private
investment and create employment. It is the questiotheir distribution that
hangs an entire population in the balance betwesrand peace.
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LESSONS FROM THE AMERICAN AUTOMOTIVE INDUSTRY
WILLIAM AHERNE
Junior Sophister

As part of the largest manufacturing industry ie S, and one
of the largest in the world, the global influencé American

Automotive companies cannot be underestimatedhisressay,
William Aherne describes the evolution of the itigusom the

1900s with particular reference to the ‘Big Thre€he potential
profitability and cost structure employed by firmghe industry
are outlined. Finally he examines the difficultiésced by
American firms as a result of competition from imgpoand

concludes that unfairly-priced imports are likely teduce the
U.S. share of the domestic market.

Introduction

The history of the indigenous companies in Americantomotive
manufacturing reflects the growth and decline of ofi the world’s largest
manufacturing oligopolies. It involves factors atiag many companies in
other industries today; increased competition dugldbalization, changing
environmental regulations, legacy issues and nelantogies.

The US automotive market has changed dramaticallth the
indigenous ‘Big Three’, General Motors (GM), ForddaDaimlerChrysler
(hereafter Chrysler), losing market share, mailyAsian manufacturers.
Until the 1970’s, these companies (in particular \G#bminated world
automotive trading. However along with other Amaricmanufacturers in
the industry, they are now experiencing tradindjaifties.

Background

1900 to the 1970’s

Until the early 1970’s, the history of the U.S. @ubtive industry followed
the growth path of many large corporations in th&.UTo avail of the
economies of scale, a process of continuous calain took place as the
market moved away from Imperfect Competition wherecording to
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AAMA *, there were more than three thousand makes obearsrucks built
from fifteen hundred identifiable manufacturers,th@ state of Oligopoly
with 3 manufacturers in the 50's, 60’s and 70’s.

In the early phase of the industry, GM, Ford andySler, quickly
established overseas operations, principally inopey the other potential
mass market. The development of the mass produetssembly line by
Ford in 1910 facilitated the establishment of offighplants to service local
markets. GM and Ford began the export of ‘Compfetéhocked Down’
kits as part of a strategy to avoid protectionatiffs. Ford established
subsidiaries in Europe, while GM expanded througigugsitions (e.g.
Vauxhall in England 1926, and Opel in Germany 1928)er the following
decades, the European operations of both compavees on to develop
local supply chains, so that by the 1960’s the pheam operations were
largely autonomous (Moavenzadeh, 2006).

By 1955 the consolidation of the industry in th&SUwas attracting
the attention of legislators. The Senate Committee the Judiciary,
Subcommittee on Antitrust and Monopoly, heard evigieon GM’s antitrust
activities. In 1957, the U. S. Supreme Court rutet the 23% stock interest
DuPont held in GM violated Antitrust Law and asesult DuPont, GM's
largest shareholder, divested its stock in 1961Pdn had held the stock
since 1918 (GM, 2007).

The United Auto Workers (UAW) union was formed i83b and
began organising unskilled workers, an innovatpraach for its time. The
union forced recognition from GM and Chrysler ir3¥9and Ford in 1941.
The combination of the post-war demand for carge dligopoly of
employers, and the strong union, enabled the UAWetgotiate favourable
pay and working conditions, including fully paiddpatalisation, sick leave
benefits and pensions. The cost burden of thosefiterare now legacy
issues for the Big Three which they allege are mgithem uncompetitive
against overseas manufacturers, including those hdne built plants
(‘transplants’) in the U.S. (Cooney and Ycobucc023). Though most
transplants are non-union operations, they proddeequivalent level of
benefits but they do not face the burden of heatdh@nd other benefit costs
for older workers (ibid). The Big Three have beenkkd into multi-year
labour contracts with the UAW that require thenstpport laid off workers
at 95% of salary, plus benefits (ibid).

! The American Automobile Manufacturers Associatias dissolved in 1998, when the
merger of Daimler Benz and Chrysler rendered ureidb "American" exclusivity
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1970'’s to date

The global automotive industry, prior to the 197@# shocks, was

concentrated in the two large markets of Americd &urope and the
emerging market of Japan. There was little tradeeinicles between those
regions. Following the oil shocks, the Japanese BEmbpean carmakers
started to make an impression on the U.S. markéing cars with greater

fuel economy than U.S. models (Moavenzadeh, 2006:16

By the mid-1970s, the Big Three were clearly higltost and poor
in product quality; the U.S. had in fact been a imgporter since 1957.
Nevertheless, foreign firms were slow to enter th&. market as it was
costly to set up a national dealership network,levilimericans favoured
cars much larger than those driven by the JapameBeiropeans. Until the
oil crises of 1973 and 1979 their sales never ede#el0% of the market
and were typically much less. However, the shift damand toward
subcompacts following the oil crises, led to a floof imports (Smitka,
1999:5).

In the early 1980’s the Big Three and the UAW puesd the U.S.
government to protect the U.S. market from Japaresapetition. In
response, the Japanese Ministry of Internationatl@rand Industry (MITI)
announced a Voluntary Export Restraint (VER) thamited Japanese
exports of vehicles to the U.S. The consequences w@mpletely contrary
to U.S. interest and unforeseen by the Big Threbtae UAW. The VER
had provided an incentive for overseas manufagueiopen plants in the
U.S., since the restraints only applied to impartd not to vehicles built in
the U.S. Furthermore, the VER provided an incentovénove upscale and
develop luxury vehicles for the U.S. (e.g., brirgitscura, Lexus and Infiniti
to the U.S.). The Japanese manufacturers alsodgapéts estimated at $4-
$7 billion per year for 1981 to 1985 on their hidgdmand, VER-limited-
supply vehicles which were in effect a tax on Aroeni purchasers. (ibid:6)

The increase in the number of ‘transplants’, oftecated outside
the traditional Mid Western automotive industryicets, was also driven by
other factors; reduced currency risk where wealkgmihthe dollar made
foreign purchases very expensive for U.S. customeaasporting finished
vehicles is more expensive than transporting compt and locating a
plant in the U.S. offers political leverage becauwsfethe large direct
employment and larger indirect employment ley®leavenzadeh, 2006:33).

The 1990’s also saw the transfer of vehicle pradacto Mexico
and Canada after the North America Free Trade Aasoic agreement came
into force in 1994, although U.S. vehicle productgtill reached a historic
record in 1999 and 2000. As of October 2006, tleBiree had 35 plants in
the U.S., 7 in Mexico and 5 in Canada (ibid:21)t ©futhe total automotive
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imports of $124 billion in 2005, $35 billion cameim Canada and $10.8
billion from Mexico (ibid:38).

The U.S. automobile market is still dominatedthg Big Three,
who currently make approximately 62% of units s@dyht Asian suppliers
account for approximately 33% of units sold, andre¢h German
manufacturers for approximately 5% of units sold.the sub category of
light trucks or SUV’'s the Big Three corporationsvlaan even stronger
position producing 74% of the vehicles sold.

Table 1. Percentage Market Shares for the Big The

Unit Sales 1979 Unit Sales 2003
Light Light
Cars Trucks Total Cars Trucks Total
GM 4590% 41.00% 44.80% 25.70% 30.50% 28.30%
Ford 20.00% 34.40% 23.60% 15.40% 25.10% 20.70%
Chrysler 10.90% 11.20% 11.00p6 6.00% 18.50% 12.80%
Big Three | 76.70% 86.70% 79.40p6 47.10% 74.20% 61.80%

Historically, Original Equipment Manufacturers (OBEMand automotive
suppliers have not considered the after-sale marked reliable source of
revenue. However, as the number of light vehicle8)@S. roads increased to
over 213 million in 2000, and the average age pdssenger car increased to
9.0 years in 2000, up from 7.6 years in 1990, thygortance of the after-sale
market has increased. In addition, people are ltragefurther and more
frequently; miles travelled and the numbers of glkehtrips are increasing.
As the sale of after-sales service and parts has bstimated to amount to
20% - 24% of the value chain of the vehicle thatisimportant factor
(McAlinden and Andrea, 2002). While large truckvdagrogressed toward
a more open architecture and modular design, cave la largely closed
architecture because the integral design compelsue of non-modular
components. This in turn supports the future demdod specific
components for that vehicle (Moavenzadeh, 2006:9).

Prior to 1990, the practice was to manufacture calinponents
within the OEM group but in the late 1990’s GM aRdrd, spun off the
Delphi and Visteon parts divisions respectively evdby the parts divisions
obtained a stock exchange quotation and the sheges distributed to the
shareholders in the parent company. Delphi filed Hankruptcy in 2005
after substantial losses (Schoen, 2005).

The provision of loans to customers to finance plechase of
vehicles is now an important source of profitapilior the OEM, and
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enabled Ford to earn a profit in 2005 despite ngakian loss on
manufacturing.

In addition to changes in the value of differenmpmnents in the
value chain, the relationships between the OEMs @thdr participants in
the market are also changing. The relationship éetmmanufacturers in the
industry has become complex and is rapidly changiitty technology;
product development agreements, shared platformsority equity
holdings, controlling equity stakes, and mergerd aoquisitions (Daimler
Benz and Chrysler, Ford and Jaguar, Ford and VolMais leads to complex
ownership and control structures.

The industry is also developing new relationshijith wany Tier 1
suppliers (i.e. supply directly to the OEM). Suchpgliers are now
undertaking sub-assembly contract manufacturing emgineering design
work for the OEMs. This blurring of the lines beemeOEMs and suppliers
is reflected in DaimlerChrysler's Supplier ParkTinledo, Ohio, where the
2007 Jeep Wrangler is manufactured by three supphdth facilities
located on site. The concept, called ‘modularisgtiallows the OEM to
have much of the sub-assembly work done by leseresipe labour and
UAW has accepted that labour will be drawn fromrently unemployed
auto workers (Cooney and Yacobucci, 2005:42).

The industry became less concentrated between 28@92003,
with the Big Three taking a smaller percentage hd tnarket in every
category, other than DaimlerChrysler’s slightlyrieesed share of the Light
Trucks market. The 17.6% market share lost by3heorporations was
taken almost entirely by Japanese suppliers, Toydtmda and Nissan,
between them up 13% in market share, from 11.1%9#9.

No major automobile manufacturer has exited thaishy in the
U.S., although Chrysler got into financial diffitiels in 1980 and had to be
rescued by government intervention in the formedéral Guarantees for its
debts. Within three years, Chrysler had paid afflidtans and the federal
government sold at a substantial profit the wagatthad required on
Chrysler stock as collateral (ibid:55).

New entrants to the market have entered by waynpbits or the
establishment of transplant operations. There aresiotly 17 transplants in
the U.S., 14 Japanese, 1 Korean (Hyundai) and th&el(Mercedes Benz
and BMW), representing an investment of over $dliohiand employing
65,000 (ibid:16).
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Profitability

Legacy Costs and Operating efficiencies

The ability of overseas manufacturers, particulddpanese manufacturers,
to earn a return on their investment in the U.§ been reviewed by the
Congressional Research Service, which identified twincipal areas of
interest, legacy costs and operating efficiency.

[On legacy costs], aAutomotive Newatrticle...stated that GM paid
for the health care of 339,000 retirees, accourftingnore than two-
thirds of GM’s $5.2 billion spending on health céaed not counting
a $9 billion contribution to a trust fund for héattare costs). Ford
spent $2 billion on retiree health care in 2004 toe Chrysler
Group spent $1.3 billion. By comparison, Toyotaispdoyees in
Japan are switched from the company health caretpla national
health care system within two years of retiremtrg;company is
thus responsible currently for the retiree headttecoverage of only
3,000 persons in Japan. (ibid:44)

The Big Three and the UAW challenge the view tregpahese operating
systems such as kaizen and kanban are more efficien

But a study by the Harbor automotive consultingaoigation, which
surveys plant efficiencies every year, reportedlynid in June 2004
that manufacturing inefficiencies contributed toaaverage loss by
Ford of $48 on every vehicle that it produced irrtNAmerica,
while Nissan, the industry leader, had a profi$2f402 per vehicle,
and Toyota followed with a profit of $1,742 (ibi@)3

Credit Incentives and Price Discounting

After a slump in cars sales, due in part to Sepeertith 2001, GM engaged
in price discounting and provided credit incentivigiintaining sales levels
was particularly important for the Big Three be@ud the 95% salary
support in their contracts with the UAW (ibid). G8ltampaign turned out
to be very successful. Ford and DaimlerChryslesped the same strategy.
This change coincided with the opening of new highfficient
manufacturing plants in the U.S. by European, Jepamand South Korean
automotive manufacturers. These two factors togetsulted in a price war
that was disproportionately felt by the American nufacturers, as the
European luxury brands had more efficient productiants and were
perceived by consumers as more stylish, allowiegito command a higher
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market price. The Japanese car was viewed as religble and of superior
quality.

The Big Three continue to use incentives. “Heawy afsincentives,
especially by GM and Ford, has promoted sales 2064, but at the price
of reducing current profits and future demand. #mpanies continue
promoting sales through financial incentives, th@gher interest rates,
which are widely expected in financial markets, | wiise the cost of
incentives.” (ibid:7). GM incentives per automohiteMarch 2005 averaged
more than $4,000 per vehicle. Ford and Chrysleramesl more than $3,000,
while Nissan averaged $2,000, and Toyota and Habdat $1,000 (ibid:8).

Cost Structure of the Industry

The pressures that have brought about change iArnferican automotive

industry were economic and environmental. Undetipiprthe economic

pressures on the profitability of the automotivdustry is the fundamental
issue of supply and demand. Growth rates in thebéished markets of the
world such as the United States have been relgtigel. In the U.S., the Big

Three face legacy issues, not merely related toualzosts as described
above, but their size and market dominance, whial have hindered their
ability to respond to the Japanese challenge i1 989’s.

The cost differential per automobile between thg Biree and the
transplants are attributable to three main factsades incentives, legacy
costs (predominately labour) and dissimilar oparatefficiencies. Sales
incentive programs encourage purchases, creatigge@ession in sales when
the incentive is withdrawn. This is expensive, raatied to cost $3,000 -
$4,000 per automobile, according to CongressioeakeRrchers. The cost of
Japanese incentives has been much less at $1EXMDA(ibid). The cost of
the incentives plus the legacy labour costs, clditnethe Big Three to be at
least $1,200 per automobile, combined with thecifficy bonus enjoyed by
the more efficient Japanese transplants, presejur mpeoblems for the Big
Three. The cost differential between the best Jegmmplant (Nissan) and
Ford, was estimated by Harbor Consulting at ne&®/500 per unit
(ibid:39).

Conclusion: Future of the Industry?

Because of the open nature of the US market, isesean global
overcapacity could bring accelerating rational@atand industry closures,

215



AMERICAN AUTOMOTIVE INDUSTRY

with especially negative consequences for U.S. faatwrers, their
employees and the economy. The U.S. China Econanit Security
Review Commission (USCC) commented that:

China’s automobile production capacity already exlsedomestic
demand by 10 percent to 20 percent. This overchpiaqgbrojected to
grow to 8 million vehicles by 2010 and it is veilelly that China
will begin exporting vehicles to the United Stavgthin the next five
to ten years. ...The U.S. auto industry will findlitficult to compete
with unfairly priced imports and likely will losenaadditional share
of the domestic market. (USCC, 2006)
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ON IDENTIFYING CHANDLER INDUSTRIES THROUGH AN
ANALYSIS OF CAPITAL/LABOUR RATIOS

WON CHAI
Senior — Yale University

In this essay, Won Chai notes a possible relatigmshtween those
manufacturing sectors which are largely affectedraysportation
and technology improvements and their correspondiagital-
labour ratios. This is investigated using through analysis of the
pig iron and woollen goods industries, in an efftrtdetermine
whether or not these ratios may be used to ider@ifiandler
industries.

Introduction

In Industrial Structure and the Emergence of the Madéndustrial
Corporation Jeremy Atack argues that the manufacturing sectoost
affected by improvements in transportation and rietdgy had the lowest
establishment-to-minimum establishment ratios iAQLHe notes that these
“High-High” industries were Chandler industriesdirstries hypothesized to
have undergone significant structural change duedutinuous process
production technologies and improvements in trartation (Atack, 1985).

Making selections based on data availability térapt to determine
whether Atack’s HH (High-Transportation/High-Teclwogy) industries
exhibited capital/labour (K/L) ratios that were rdficantly different from
that of other industries. | begin my analysis wath examination of the pig
iron (HH) and woollen manufacture (LL) industrie®rh 1860 to 1900.
Relying upon findings made in this introductory lgses, | then turn to
analysis of K/L ratio trends for multiple indussjeand attempt to see if the
behaviour of a given industry’'s K/L ratio can ingie whether it was a
Chandler industry or not.

Part | contains a description of data methodoldpst 11 analyses
technological developments, transportation effeats] their relationship to
consolidation in the pig iron and woollen goodsusigies. Part 11l examines
K/L ratio trends from 1860 to 1900. Part IV conasdand summarizes
preliminary findings.
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Methodology and Data Sources

All data, unless otherwise noted, were obtainednfrd).S. Decennial

Censuses from 1860 to 1920. Data for a given imgustere often

compromised by changes in industry classificatioho maximize

consistency, special manufacturing reports in theednial censuses were
used whenever possible to back-check older datéa Bammations were
also sometimes done to maintain consistency. Bieakd for these

summations are as follows:

Tobacco ManufactureTobacco used for chewing, smoking, snuff, cigars,
and cigarettes.

Pig Iron Pig Iron (Blast Furnaces). The term “blast fuesicis often used
as a synonym for “pig iron”.

Wool Manufacture Woollen goods, worsted goods, carpets, wool hats,
hosiery and knit.

Brick and Tile Brick, tile.

Except for the four industries listed above, atiad@r K/L ratio comparisons
were obtained from decennial census tables for rgen@anufacturing
statistics of the United States.

All capital, wage, and value of product data, uslegherwise
noted, are given in current dollars. Establishna employment statistics
are given in their natural numbers. Ratios of @pitlue-to-wage are used
in order to avoid problems with deflation and tdoa for labour skill
changes. As an alternative, real capital valuertpleyee ratios are also
calculated. GDP was deflafe obtain real dollar figures for 2004. | used
the GDP deflator instead of the CPI because thatdigs being deflated are
producer-related, and the GDP deflator includesptitees of non-consumer
capital goods (Bernanke and Abel, 2005).

The census included “hand and neighborhood inasStribefore
1904, but did not do so afterwards (O'Brien, 1984)% Establishment
number analysis after 1904 is avoided. Census alaptbck data were
always attended by warnings of inaccuracy and shdud treated with
caution.

! Using the GDP deflator calculator at www.eh.net.
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The Pig Iron Industry: High Impact of Transportatio n — High
Impact of Technology

The pig iron industry underwent significant reorgation in the latter half

of the 19" century. According to Atack, the industry had atablishment-

to-minimum establishment ratio of about 0.40 in @9Btack, 1985). This

decline in establishment number occurred when taeket for pig iron was

still growing. Although establishment numbers daetl, both employees per
establishment and real annual product increasee.ifidustry therefore did
not shrink, but became concentrated as it grew.

Figure 1: Pig Iron Establishments and Employees PeEstablishment
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Much of the consolidation was probably fuelled bgttnical innovation. The
technological discoveries in the pig iron industmere expensive, but
critical. Firms that did not apply them could nenrain competitive. The
Bessemer process “vastly increased” a firm’s abitib provide steel at a
given price,"and the open-hearth furnace allowed for huge ensagiyngs

through the reuse of exhaust fumes for heatinggaap (Termin, 1963:454).
However, only those firms with sufficient resourceaild afford to invest in
the necessary capital. The Bessemer process, wikishdiscovered in 1855,
and the open-hearth furnace, which was invented8@5, required large
investments in huge converters and furnaces. Tihgsstment requirements
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caused consolidation because small firms couldpunthase the required
capital by themselves, but needed to do so in dodegmain competitive.

Blast furnaces use ore to make pig iron, and pg is used to
make steel. Vertical integration in the pig irowluistry was common in the
1880s and 1890s (Dennison, 1939). The exact canfséstegration are
under debate, but vertical consolidation was mi&styl spurred by a desire
to ensure continuity and dependability in raw matesupply (ibid). For
vertical integration to be feasible, however, tmorgation had to be
dependable. Pig iron production, especially integtgpig iron production,
relied critically upon it. Mines and power stationgre often located far
apart from each other, and the fixed capital assedi with pig iron
production was for all intents and purposes imgmssio move (Mancke,
1972). Bessemer converters were very large. Thacehaf key production
units being located next to each other was smalfatt, pig iron producers
who wanted to vertically integrate often hunted $pecific locations where
multiple inputs were located (ibid). Improved trpogation, by making the
hunt for special locations unnecessary, spurre@ggration. Improved
technology, by lowering costs, made it appealindnawe everything occur
under a single managerial ‘roof’ (ibid).

Transportation and technology were mutually depende the
reshaping of the pig iron industry. Technology sedrinvestment, but
waves of consolidation required reliable connedibatween geographically
separate areas in order to be profitable. Tranapont allowed for the
expansion of markets, but was not able to spur safeconsolidation by
itself. Required investments played a key role lgcipg pressure upon
small firms to integrate and remain competitive the face of more
powerful, more far-reaching, and lower-cost firms.

The Wool Industry: Low Impact of Transportation — L ow Impact
of Technology

Atack calculates that wool manufacture had a 2.48&bdishment-to-
minimum establishment ratio. This industry, unlikeig iron, had
characteristics inimical to consolidation. A veigrsficant portion of wool
manufacture was carried out in small, dispersaddijrand these firms were
often self-contained production entities (Weld, 2p1The exclusion of
“hand and neighborhood industries” from the 1904<Ds onwards reveals
how numerically important these small firms were.
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Table 1. Decennial Change in Number of Firms

Establishments Percent Change in Establishmernjts
1870 3,456 N/A
1880 2,689 -22.19328704
1890 2,489 -7.437709186
1900 2,335 -6.187223785
1909 1,115 -52.248394
1919 1,016 -8.878923767

Besides the ubiquity of small, local-market firnlack of a standardized
product hampered consolidation in the woollen gaadsstry (Cole, 1923).
A woollen product’s quality, besides determiningatvmarket it will be sold
in, directly determines the amount of labour thatstmbe put into its
creationMass production, and profitable homogeneity, wasefore limited

by the varying styles and tastes of wool consun(iéid). Moreover, wool

manufacture cannot rely upon a limited natural wes® to facilitate

consolidation at a particular location. The woobustry also did not
experience major technological change. Steam poeeolutionized the
industry, but was implemented very early in th& géntury.

Besides creating disincentives to consolidate, thbove
characteristics dampened the effects of transpantatVool manufacturers
were widespread. Transportation therefore provititle opportunity for
market expansion. It also failed to facilitate gration, as it did in the pig
iron industry, because vertical integration wasadly realized to some
extent in the self-contained wool manufacturer, athetre was no
technological development thaadto be invested in.

Examination of Capital/Labour Ratios

Any examination of capital labour ratio trends diddkeep in mind that such
trends can change for a variety of reasons uncekaténvestment in new
technology. The real interest rate, aggregate gayichanges in the relative
prices of capital and labour, and demography afewaof the factors that
can have significant effects upon the K/L ratice(& 1987). Inflation is also
a problem if employee numbers are used in the laion. This last
problem can be addressed in part by using wagessieh a solution
introduces labour market factors which are boundutther complicate
analysis.
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The elasticity of substitution between capital dadgour addresses
some of the issues mentioned above. Most impoytafty explicitly
factoring in the prices of capital and labour,dgtaunts for the idea of biased
technical changéwhich can lead to misleading movements in the tio
unrelated to technological innovation (Cain andePsin, 1986). Theorists
generally agree that, if the capital share rise=r @avgiven period and if the
elasticity of substitution between capital and labwas less than one during
that period, some evidence has been found for theepce of a labour-
saving bias to technological change (Field, 198Jany scholars have
argued that the elasticity of substitution was betme during the period |
am examining, and | will rely upon their argumeintsny analysis of capital
share trends (ibid).

Figure 2 displays capital/wage lines for threeustdes from 1860
to 1919 Surprisingly, the wool industry, an industry in iath the rate of
technological change was low and the effect ofgpantation was minimal,
had a higher K/L ratio than tobacco manufactureiclviivas revolutionized
by the invention of the Bonsack machine, and backl tile production,
which was electrified by the invention of the Vdera bricking-making
machine in 1852 and the steam shovel in 1874. Bespi data, it would be
a mistake to conclude that the wool industry wagemabour-saving than
tobacco and brick manufacture. Besides K/L ratterpretation problems, a
variety of fixed characteristics in wool manufaetunay have made that
industry’'s K/L ratio significantly higher than thaif industries which
actually experienced more significant changes irchrielogy and
transportation.

2 Biased technical change occurs when relative ptiemges cause producers to change their
mix of inputs.

% The pig iron industry’s ratio was often more thmible the value of any other industry’s
ratio, and its K/L trend was excluded to facilitamparison.
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Figure 2. Capital Value/Wages Ratio
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Although analysis of a particular industry’s chaeaistics would involve
detailed calculations and many assumptions, arsabfdrigure 2 suggests an
alternative to individual industry analysis. FigWereveals that significant
changes, presumably caused by technological iniwvand transportation
improvements, resulted in significant shifts in ## ratio in the 1890s. It
also shows that K/L ratios remained fairly stableotighout previous
decades. Given the above, an examination of thageh&n the K/L ratio
from the middle to the late T&entury may reveal significant information.
By calculating percentage changes, this methodatsmavoid the pitfall of
misinterpreting K/L ratios for industries with si§joant fixed characteristic
effects. However, the approach is not without falihe proposed analysis
must make the assumption that fixed effects foadiqular industry do not
influence its rate of K/L ratio growth. Ideally, lgntransportation and
technology effects will have had this power. It thako be assumed that
overall trends in capital deepening and demogragilynot overly affect
specific industries’ K/L ratios to the extent thgimple size comparisons
between industries become invalid.

Table 2 displays K/L ratio averages for differergnsportation/technology
industries in 1900. Averages were calculated ireptd mitigate the effect
of outliers?

4 The meat packing, sawmill, iron foundry, sheetahetnd farm machinery industries were left
out of the calculation due to consistent data uiteviity.
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Table 2. Examination of K/L Ratios for 1900

Real 2004 Cap. Current Ca Real 2004 Cap. Current Ca
1900 Value/Employee value/Wa. zs Value/Employee value/Wa. 25
Number 9 Number g
High Technology Low Technology
High
$116,797.57 11.03687 $27,317.90 3.38906p
Trans
Low
$55,434.19 6.1623774 $30,528.11 3.862841L
Trans

Given my assumptions and arguments, the data admmm to indicate that
high technology industries generally had K/L ratsignificantly larger than
that of low technology industries. Low technologgustries averaged a K/L
ratio only 43% of that of high technology indussiieSince we would expect
an industry in which the effect of technology wagn#icant to have a
higher K/L ratio than one in which it wasn't, thimding both checks our
method and suggests that the K/L ratio may be tabildentify HH industries
through ratio size. The HH category’'s K/L ratio eage was 95% higher
than that of the category whose KI/L ratio averags second highest.

In order to determine whether our preliminary cosans still hold
when the effects of technology and transportati@newnot significant, the
same calculations were performed with 1860 dathleTa reveals that HH
industries already exhibited K/L ratios in 1860tthere much larger than
that of non-Chandler industries. This result ispsising. The Bonsack
machine was patented in 1880. The open hearth darmas invented in
1865. Chilled porcelain and iron rollers for flouills were developed in the
1860s and 70s. All the industries under examinasioould not have been
consolidated in 1860 to levels outside of the 18#@es predicted by Atack
(Atack, 1985).

® The calculation is done as follows: [(HL/HH) + (ILIH)] / 2, where LH stands for Low
Transportation, High Technology. This calculatismdone for both the dollar value K/L and the
unit-less K/L, and the two numbers are averageliifufure calculations regarding percent
comparisons of the K/L ratio are done in this way.
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Table 3. Examination of K/L Ratios for 1860

Real 2004
Real 2004 Cap.
1860 Cap. Current Cap. Value/Employee Current Cap.
Value/Employee Value/Wages Value/Wages
Number
Number
High Technology Low Technology

High

$39,362.80 6.77826 $11,545.17 2.330012
Trans
Low

$13,801.91 2.691653 $11,562.34 2.33379
Trans

Although neither technological innovation nor cdidation had yet
occurred, K/L ratios in 1860 still clearly differtste HH industries. All of
our previous conclusions still apply. To see if gnewth rate, rather than the
straight value, of the K/L ratio can also identi§handler industries, |
compute average growth rates from 1860 to 1900efwh of the four
transportation/technology categories.

Although the absolute average value of the K/lioratas greater
for HH industries than for other industries, Talllsuggests that the growth
rate of the HH industry’s K/L ratio was not excepial. The growth rate of
the LH industry, which was more than double thatotfier industries,
dominates.

Table 4. Examination of the Growth Rate of K/L Ratbs between 1860
and 1900

%AReal 2004 %AReal 2004
1900 — 1860 Cap. % ACurrent Cap. Cap. % Acurrent Cap.
Value/Employee| Value/Wages | Value/Employee| Value/Wages
Number Number
High Technology Low Technology

High

196.70% 63% 136.60% 45.50%
Trans
Low

301.60% 128.90% 164% 65.50%
Trans
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One would expect high technology industries to hsiveilar growth rates
that are jointly larger than those of low technglogdustries. The
interaction of transportation and technology mayplaix the seemingly
counter-intuitive results in Table 4. It seems plbale that HH industries,
although forced to make investments in new, ingusitranging technology,
experienced less pressure to directly increasdatdmldings because they
could ship inputs amongst each other and effegtiv@nsolidate and
specialize across regions. In other words, trariapon improvements may
have mitigated HH firms’ need to personally invdst capital and
technology. They could avoid investment, to someermrx by consolidating
and integrating.The LH industry, due to its inability to benefitegtly from
improvements in transportation, may have been tbttoeinvest in capital
more heavily than its more transportation-adept ntepart. The HH
industries, due to fixed characteristics, may hlaae inherently higher K/L
ratios than LH industries, but the effect of tramrsgtion may have slowed
down HH industry K/L ratio growth, resulting in cearatively greater LH
K/L ratio growth in the late Tcentury.

Conclusion

The above analysis suggests that certain generaldrin the K/L ratio may
be correlated with identification as a Chandlerustdy. However, many
assumptions regarding the elasticity of substitytimovement in the K/L
ratio, and general economic conditions had to beemat this point, to
declare that K/L ratios have the power to iden@ityandler industries would
be a mistake. The discussion notably neglectsnireat of economy wide
shocks, which could have had different effects ughenindustries examined.
Generalisation from two observations also runs tlek of selection
problems. Finally, non-physical production innovag and their effects
upon physical capital and labour were not given egtment. Technology
in this paper was mechanical. A more thorough mese&ffort should
expand the scope of analysis and pay more attetdioon-physical input
factors.

Reservations aside, however, a preliminary lookK&t ratio
statistics seems to indicate that there may bdadiaeship between these
ratios and Chandler industries. As expected, héighriology industries had
K/L ratios much higher than that of low technoldgglustries. As posited in
the analyses of the pig iron and woollen manufactodustries, interaction

®The pig iron industry, discussed above, was a mindehis sort of consolidation. Aggregate
capital stock growth rates hit a trough for theuistly during the 1890s.
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between transportation and technology was impartaaige transportation
effects did little to change the K/L ratio in lowchnology industries, but
may have been responsible for LH industries’ ssipg K/L ratio growth.
Chandler industries had inherently high K/L ratiosut significant
transportation effects may have slowed K/L ratiovgh in these industries
by allowing them to adapt to technological changiaut going all out on
investments in physical capital. LH industries nmaye had no other choice
but to buy the new machines themselves.
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