






1 of 5

University Attendance: An 
Econometric Analysis

Vinay Nair – Junior Sophister

In the past twenty years, the numbers of students attending Irish universities has
increased at a dramatic rate. Vinay Nair utilises econometric analysis to examine
some of the factors underlying this increase, measures their explanatory power and
compares the empirical results to theoretical reasoning.

Introduction

Full-time Undergraduate students

Since 1980, the number of full-time students attending Irish universities has
increased by 270%, from around 23,000 to over 62,000 in 1997. The ethos of the
populace in the early 1980s was that university education was merely for a selected
few. Now, with an increasing amount of students staying on to further stages of
education, coupled with a burgeoning economy, it appears that not only have
numbers increased, but perspectives have also broadened. However, is this truly the
case? In this essay, I hope to determine why the number of places has increased so
rapidly and if (and to what degree) the aforementioned factors have affected it.

I will begin by specifying my dependent variable, my two independent variables and
my dummy variable, outlining why I selected them in particular. I shall then estimate
the model and evaluate the results of my regressions. Finally, I shall draw conclusions
from my model, from the analyses that I have carried out.

Specification

In order to determine the cause of the increasing numbers attending Universities in
Ireland, I have selected the following variables.

Dependent Variable (Y)

For my dependent variable, variations in which I wish to explain, I have chosen the
number of students attending Irish universities (HEA Institutions). My first statistic is
for 1980/81. The statistic for the most recent academic year (i.e. the present one –
1998/1999) are still unavailable and hence the final statistic is for 1997/98.

First Independent Variable (X
1
)

The first independent (explanatory) variable that I have chosen is the number of
students sitting the Leaving Certificate. The vast majority of students (over 90%)
going on to study in Irish Universities obtained the Irish Leaving Cert. From first
principles, I would expect a high positive correlation between this and the dependent
variable.

Second Independent Variable (X
2
)

The second independent (explanatory) variable I have chosen is the GNP per capita.
The level was adjusted for 1990 prices, to adjust for inflationary pressures in the
economy. From economic theory, I would expect that there is a positive income effect
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for University places: as incomes go up, so too would the demand for the places.
Therefore, one would again expect a high positive correlation (if perhaps not as high
as for X

1.

Dummy Variable (D)

In early 1995, the Labour Minister for Education, Niamh Breathnach, introduced free
fees for Third Level institutions. This radical proposal was implemented as half-fees
for 1995/96, but free-fees have been the policy ever since. For the purposes of this
study, since the principle was in effect, 1995 is considered a year of ‘free fees’.
Hence, from 1980 to 1994, the dummy is allocated a value of "0", whereas 1995 to
1997 have been given a value of "1". Again, I anticipate a positive correlation between
the number of students attending university and the introduction of free fees.

It is valuable to have expectations of one’s results before carrying out regressions.
However, one must balance these expectations with the temptation to manipulate the
data set so as to ensure these expectations are realised (a practice often carried out
in econometrics). Indeed, this problem of ‘data mining’ by econometricians is one of
the greatest reasons that business forecasts now often supersede econometric
forecasts in many professional circles.

Omitted Variables, Residual term

In this analysis, considering the various restraints, some independent variables, such
as the increasing number of non-nationals occupying places, had to be omitted. The
analysis does include, however, a disturbance / stochastic term, which is effectively
like a basket in which all effects on Y that are not explained by X

1
 and X

2
 are

contained. These residuals could occur in three main ways:

Omission of the influence of innumerable chance events,1.
Measurement error,2.
Human indeterminacy.3.

Line of best fit

The method of estimation used in this analysis is Ordinary Least Squares. From the
estimates, one can construct a line of best fit, based on the multiple regression model:

Y = b 
1
X
1
 + b 

2
X
2
 + b 

3
D + m

This method allows us to see the relationship between the variables X
1
 and X

2
 and the

dummy variable, by estimating the sign and size of b 
1
, b 

2
 and b 

3
 (b 

0
=0, due to

inclusion of the dummy variable). The aforementioned stochastic term will be

measured by m .

Using the Econometrics computer package, Microfit, my line of best fit was found to
be:

Y = 0.77572 X
1
 – 4.5684 X

2
 + 8167.3 D

Estimation and Evaluation

R2

I found the correlation between the variables to be extremely high at 94% (correlation
coefficient = 0.94663). An adjusted R2, R-bar-squared, which is less biased than R2,
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was found to be 0.93520; again, this is a very high figure. This high correlation is
quite clearly seen from the following graph:

Indep. 
Variable Coefficient T-statistic Probability

X
1

0.77572 4.1462 0.001

X
2

-4.5684 -1.9690 0.069

D 8167.3 2.6660 0.018

X
1
, X

2
, and D

Having seen the high correlation of all the variables, it was important to evaluate
what were the individual explanatory powers of X

1
 and X

2
 (with D), as

multicollinearity could still undermine the high R2 (this will be discussed later).

 Regressing Y on X
1
: Y = 0.42159 X

1
 + 6515.2 D

R2 = 0.93185 t-statistic = 7.4958

Regressing Y on X
2
: Y = 4.6798 X

2
 + 3309.9 D

R2 = 0.88110 t-statistic = 5.0794

Possible Multicollinearity

Multicollinearity is always a possibility in multiple regression. Particularly due to the
fact that the sign of the coefficient of X

2
 changed from the multiple to the single

regression, I regressed X
1
 on X

2
, the standard check for multicollinearity. I found R2

to be 0.71409. This is quite a high correlation for the two variables. Therefore,
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coupled with the changing sign, there is implied significant multicollinearity between
my variables.

Predictions vs. Outcomes of coefficients

My predictions were for the coefficients to be positive and large. Let me now evaluate
how this compares to our results. From earlier, my line of best fit is:

Y = 0.77572 X
1
 – 4.5684 X

2
 + 8167.3 D

Whilst we see that X
1
 and D did indeed have their anticipated positive correlation, we

duly note X
2
 has a negative correlation in the multiple regression.

What does this mean? This means that increasing GNP per capita has had an inverse
affect on the number of students attending university. As stated earlier, we expected
a positive income effect, whereby an increase in the number of students would result
from an increase in income. Hence, this negative value contradicts economic theory.
However, in the simple regression, the coefficient is a positive value.

I believe that a large reason that this value in the multiple regression occurs is due to
multicollinearity between the variables and/or a significant omission from my model.

T- statistic 

The t-statistic (or "T-Ratio" in Microfit), is the "value of the parameter estimate
divided by its estimated standard deviation (the standard error)". In the multiple
regression case, X

1
 is statistically significant at the 5% and 10% levels; indeed, it is

even significant at the 1% level. However, X
2
 is only statistically significant at the

10% level (value » 2). Again, the aforementioned multicollinearity may explain this
result. The dummy variable is also statistically significant at the 5% and 10% levels.

F-statistic

The F-statistic of 82.7760 is high, at zero-probability. This again demonstrates that we

can reject any hypothesis that this model has no explanatory power, i.e. that b 
1
=0, b

2
=0 and b 

3
=0.

Durbin-Watson test

The DW-statistic for my model was 1.2194. This value falls between the d
L
 and d

U
limits. This suggests that I cannot ascertain the level of autocorrelation. Naturally, I
would have preferred no autocorrelation. Hence, in an attempt to overcome this, I
lagged my X

1
 variable by 3 years (the median length of a university degree). My

DW-statistic fell dramatically to 0.65400.

Forecasting powers

I omitted Y variables in 1996 and 1997, to see if my model had forecasting ability.

Unfortunately, the forecasts of values of 58203 in 1996 (s of error 6045.7) and 58617

in 1997 (s of error 5268.8) were considerably off the actual values of 59651 and
62660 respectively.

Trinity College
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Purely for the sake of interest, I conducted a simple regression of the Y variable
(number of students attending Irish universities) on the number of new students
enrolling in Trinity (X

3
), to see if there was any explanatory power. Interestingly, I

obtained a rather high R2 value of 0.98697. This high value probably just shows how
much of a pacesetter Trinity was and continues to be for the rest of the country!

Conclusion

This model undoubtedly has sound explanatory variables. In analysing the number of
students attending Irish universities, I evaluated the number of students sitting the
Leaving Cert., the (increasing) GNP per capita and looked at the impact the
introduction of free fees has made. There is a definite correlation between these
explanatory variables and my dependent variable – approximately 95%. However,
whilst Leaving Cert. students and free fees had the anticipated positive correlation,
we saw that, whilst statistically significant at 10%, GNP per capita had a negative
correlation to student attendance in multiple regression, yet a positive correlation in a
simple regression. This implied two things: (i) the existence of multicollinearity
between the variables and (ii) a possible significant omission from my model. Despite
this, overall my model, (as shown by t-test and F-test), demonstrates the importance
of the role Leaving Cert. students, GNP per capita and the introduction of free fees
have had on the number of students attending Irish Universities.
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An Inquiry into Adoption Rates in 
Ireland

ohn Murnane – Junior Sophister

The extension of econometrics to social theory is demonstrated by John Murnane’s
examination of the factors behind the declining adoption rates in Ireland since the
1970s. He looks at the changing social attitudes that have led to this fall and seeks to
evaluate them using the classic technique of Ordinary Least Squares.

Introduction

Thirty years after it was passed in England, Wales and Northern Ireland, the Adoption
Act (1952) was promulgated into Irish law. Initially Irish residents were slow on its
uptake, but the practice of adoption peaked in 1967 when 97% of all non-marital
births were adopted. Since this, however, various factors have resulted in significant
changes in adoption practices. By 1997, 405 children were placed for adoption. The
preliminary figure for 1998 is just 100.

"Never before has the adoption service faced such formidable challenge and
pressure to change its institutionalised assumptions and conventional beliefs as
it has in recent years. The impetus for change in the traditional structure of
adoptive kinship came from … demographic changes in adoptable infant and
adoptive applicants, human rights and freedom of information legislation,
recognition of adoptees rights, advances in biotechnology and changing social
attitudes".

The aim of this project is to see if by using regression analysis we can specify the
explanatory variables that have influenced adoption rates and to explore the
significance of these variables. Sachedeu gives a very concise view on why adoption
practices face the current famine, but from an econometrics perspective it is not
feasible to construct a model which incorporates these factors. For the sake of
simplicity, I have chosen just two of the relevant variables to aid my study of adoption
rates in Ireland.

Specification

With the aim of explaining the falling number of adoptions in Ireland between 1970
and 1995 I have chosen the following variables:

Dependant variable: Y

For the Y variable, variations in which I wish to explain, I am taking adoption orders
placed from 1970 to 1995 inclusive. Records on adoption orders are available since
1953, and the statistics were obtained from the Irish adoption board in their 1997
annual report. There is very little chance of inaccurate data. All legal adoptions,
whether through regional authorities or the judicial process, are recorded by the
adoption board in its report.

Independent variables: X1 and X2

X1: The number of abortions carried out on Irish women in British clinics

Abortion and the law has always been a grey area. Abortion itself was not explicitly
banned under the 1937 constitution, though a prohibition was implied. The 8th

amendment to the Constitution in 1983 did just this but not as categorically as its
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promoters had hoped, so that when the X-case came about in 1992 the Supreme
Court made an unexpected decision. It overturned an injunction imposed by the High
Court and permitted a 14-year-old rape victim to travel to England to have an
abortion. This landmark decision was reached on the premise that continued
pregnancy posed a serious risk to the life of the mother, as she was suicidal. As this
precedent was set, it is now possible for a pregnant woman to have an abortion in
Ireland if there is a real threat to her life.

Initially the accuracy of the statistics seemed a concern. They come directly from the
clinics in England and in that sense are very reliable. But the problem lies in the fact
that it is commonly noted that a substantial number of Irish women do not give their
Irish address, which therefore leads to inaccurate data. Assuming that the percentage
of women who give false addresses remains in or around the same level, then the
workings of the regression will not be seriously affected. I expect that there will be a
strong link between falling adoption rates and increasing abortions carried out on
Irish women.

X2: The number of births outside marriage

As mentioned previously, in 1967 there were 1502 adoptions and 1548 births outside
marriage. Holy Catholic Ireland did not recognise single parents - until 1981 the State
officially referred to children born outside of marriage as "illegitimate", and by this
stage births outside marriage outnumbered adoptions by 3 to 1. The increased social
acceptance of births outside marriage was fought for tirelessly by groups like
Cherish, who sought increased social welfare benefits and a legitimate social standing
for single mothers. In a way, Ireland had found an alternative to the practice of
adoption as more and more single women were rearing their children alone. I expect
that this would suggest a reduction in the supply of children for adoption and that
there would be a high correlation between the variables.

Estimation

There are various econometric methods that can be used to derive estimates of the
parameters of economic and social science relationships from statistics. The Ordinary
Least Squares model is a simple but effective method which offers satisfactory results
to non-economic models. From the estimates I obtain I will construct a line of best fit
based on the following regression model:

Yi =ß o +ß 1X1 + ß 2X2 +m 1 

Where;

Y = variation in observed explanatory variable

ß o + ß 1X1 + ß 2X2 = systematic or explained variation

m 1 = random or unexplained variable

This method will yield a relationship between the variables by estimating the size and
sign of ß o, ß 1 and ß 2.

The regression

Yi = 1558.3 - 0.00733X1 - 0.10897X2

Independent 
Variables Parameter 

Estimates
T-statistic 
[probability]
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Constant C 1158.3 25.5114 [.000]

X1 -0.007333 -0.20958 [.836]

X2 -0.10897 -6.6550 [.000]

R2=0.87896

Correlation Coefficient

The correlation coefficient, R2, is a measure of the relationship between Y, X1 and X2
and takes on values of between 1 (for perfect linear relationship) and 0 (for a no
relationship). The correlation coefficient does not provide any information regarding
the direction of causality, but social science theory would support the case that
increasing abortions and births outside marriage lead to falling adoption rates, and
not the other way around. On first inspection, it looks as if the model has very high
explanatory powers. But on further consideration, I regressed X1 onto X2, and
obtained an R2 of 0.72289. There is high significance to this figure, as it says that a
substantial amount (but not excessive) of the 0.87926 figure comes from
multicollinearity. This suggests that the two X variables are affected by similar
factors, and in this case makes perfect social science sense, as both abortions and
births outside marriage represent changing social attitudes. To measure the influence
of X1 and X2 separately, I regressed Y on X1 and X2 individually. The results show
that increasing births outside of marriage have a more significant affect than
abortions on adoptions.

 Independent 
variable Parameter 

Estimates
T-Statistic

Constant C 1600.1 15.7268

X1 -.20531 -6.6572

R2=.64870

Independent 
variable Parameter 

Estimate
T-Statistic

Constant C 1551.1 31.4936

X2 -011189 -13.2473

R2=.87969

T-statistic
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The t-statistic measures the ratio of the estimate to the standard error; "an estimate
of a parameter is statistically significant if the t-statistic associated with it causes us
to reject, at a particular significance level, the hypothesis test". From the multiple
regression, it was found that X2 was significant at both the 10% and 5% levels, while
X1 was found to be not significant at either level. This suggests that increasing births
outside of marriage are more significant in explaining falling adoption rates than the
number of abortions.

F-statistic

The F-statistic indicates whether all the variables in the equation together are
significant. Knowing that the levels of R2 and the F-statistic are closely linked, I
expected the F statistics to be reasonably large. The actual figure was 84.2716 and is
statistically significant to a level of 10% and 5%, but not to 1%. This means that
abortion rates and extra-marital births as explanatory variables are jointly significant.

Durbin-Watson

The Durbin-Watson test is a popular and straightforward procedure for testing for
serial correlation; it measures if each observation is statistically dependent on the
previous terms e.g. if previous prices have been lower than the next year’s prices
have a higher probability of being low. In the model the Durbin-Watson figure is 1.150
as I have 26 observations and 2 variables the critical values for the model are:

dl = 1.224 and du=1.553

If my D-W statistic was greater than 1.553 then there would be no evidence of serial
correlation and if it was in-between the two values then the evidence of it would be
inconclusive. But as it is below the critical lower figure then there is definite
autocorrelation of the disturbance terms. This is not an unusual occurrence in
time-series data but results in two negative consequences: firstly, least squares
estimators lose the desirability of being efficient or asymptotically efficient and
secondly, conventional expressions of variances of the OLS become biased.

Forecasting power of the model

A desirable quality of any econometrics project is good forecasting capabilies. In this
instance I ran the model from 1970 to 1993 and got it to predict the figures for the
next two years. In doing so, Microfit gave the following predictions:

 
1994 1995

Projected 405 300

Actual 424 490

 In 1994 the model predicted quite accurately the number of adoption orders, but it
was significantly wrong in 1995. However, it needs to be borne in mind that 1995 was
one of the few years when adoption rates actually increased.

Comparison of forecasted and actual values
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Evaluation of the model

Koutsoyiannis rates econometric models by several criteria, and in order to estimate
the plausibility of my model I will apply this criteria to my model.

· Theoretical plausibility: This model fits this criteria as it makes sound social science
sense. It is very plausible that changes in the numbers of single mothers and of
abortion rates influence adoption rates.

· Explanatory ability: To fit this criteria the model should be able to explain the
observations of the actual world, and I feel that this project does this, as it is
consistent with the social science theory.

· Forecasting ability: This model fails here. It predicted that adoption rates would
stabilise in 1994 which was correct but it was substantially wrong in 1995.

· Simplicity: To fit the final criteria a model should represent the relationships in
question with maximum simplicity. By using just two explanatory variables, and also
noting that these reflect changing social attitudes, the model remained simple but
effective.

Conclusion
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Overall, the model generally came up with the results I expected, although on
reflection I am not convinced that the X1 and X2 variables account for nearly 90% of
the reason that adoption rates have falling so drastically in the last 30 years. When I
ran the same regression over the period of 1970–1980, I found a correlation
coefficient of just 0.53188. If the model was accurate then the correlation coefficient
should have had a higher value over this period. As mentioned by Sachedeu, there are
many other significant factors that intuitively account for more than 10% of the
reduction in adoption uptake. The Adoption Board itself highlights two significant
factors in its most recent annual report. The first is that the Adoption Board is still
largely run under a system devised in 1952, and has resulted in shortfalls and
inconsistencies in the system which alter its efficiency and only serve to slow up the
process. The second fault highlighted in the report is that legislation on adoption in
Ireland consists of six pieces of legislation which affect adoption and this has resulted
in a lack of continuity and efficiency. Kevin Cooney of the Adopted Peoples
Association highlighted the relative increases in the lone parent allowance as a
dominant factor in explaining the changes. Another article in the same paper points to
the adverse publicity that adoption procedures have got over the last few decades.
Finally, the Adoption Board itself points to the fact that parents who adopt from
countries like Romania go through less rigorous screening than in Ireland. All of the
above factors are under-represented in the model.

There are many influences on the number of adoption orders made each year, and
this project made reference to just some of those. Adoption is first and foremost a
service for children and any change in policies must consider the welfare of these
children as its prime objective.
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Rational Expectations: An Econometric 
Investigation

Paul Scanlon – Junior Sophister

Paul Scanlon employs an econometric approach to empirically test the usefulness of
rational expectations in consumption theory. This idea is central to the new classical
school’s approach and it is concluded that the theory has got a significance for real
world policy decisions.

"…Mr Lucas… exorcised the dim-witted actor from macroeconomics".

The Economist, 30th March 1996.

Introduction

In 1995 Robert Lucas won the Nobel Prize in Economics for his seminal work on the
rational expectations hypothesis. Described by The Economist as "the most influential
macroeconomist of his generation", Lucas’s theories have doubtless undermined
traditional Keynesian economics and paved the way for ‘new classical economics’.
Although Keynes was conscious of the significance of the elusive and intangible
‘expectations’ concept (what he called ‘animal spirits’), he never explicitly
incorporated expectations into his models. Although the concept was again
propounded by Muth in the seventies, it was Lucas who, through rigorous
mathematics, finally incorporated the rational expectations hypothesis into a
quantitative and tractable form. Today the hypothesis has assuredly become the sine
quo non of macroeconomics.

In this paper I attempt to model changes in real household consumption. I believe that
consumption, which comprises most of GNP, lies at the heart of any economic system.
If consumer consumption begins to falter, then this will have perilous consequences
for the entire economy, and perhaps others too. Such marks the onslaught of the
conventional ‘slowdown’ or recession. A sharp decline may well cause the entire
economy to founder. Soon the economy is in the doldrums. However, I further
contend that at the heart of the consumption debate, lies the aforementioned concept
of ‘rational expectations’ and consumer sentiment. It is arguable, for instance, that
the persistent moribund state of Japan’s economy and the government’s continued
failure to stimulate it is entirely attributable to consumer pessimism and expectations
of further decline. Conversely, and on more local scale, Ireland’s continued consumer
confidence is surely partly attributable to expectations of further prosperity. Success
breeds success. It should be clear that the concept of the self-fulfilling prophecy is, in
many ways, pivotal to all of this.

In this paper I attempt to both qualify and quantify some of the above assertions. I
model the increase in real household consumption on three regressors, the increase
in employment, the government financial balances and short-run interest rates.
Although the model does not explicitly embrace income, we shall see that it implicitly
does. The data is cross-sectional and is from seventeen OECD countries in 1997.
Throughout my analysis the role of ‘rational expectations’ is emphasised. Although
the model lacks the mathematical sophistication of many existing such models, I
maintain it indeed has considerable explanatory power and possesses an intuitive
simplicity.

It is also my intention to give a brief analysis of the application of some of these
concepts to the case of Ireland over the past fifteen years or so. It has been
postulated that much of the above has been highly instrumental to the Irish recovery
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in the late eighties. Thus, I maintain my analysis has broad applicability, and is highly
applicable to Ireland on a local level. Ultimately, then, I hope to explain what I
believe, was one of the underlying reasons for our recovery, and hence phenomenal
growth today.

The Econometric Model

My multiple regression model is as follows:

%D CONSUM = b 
0
 + b 

1
 ( %D EMPLOY) + b 

2
 ( GOVBAL) + b 

3
 ( SRINTRATE) + e

where: e refers to the stochastic disturbance term.

CONSUM refers to real private consumption expenditure.

EMPLOY refers to employment.

GOVBAL refers to general government financial balances.

SRINTRATE refers to short-term interest rates.

In my analysis I used the latest available data from the OECD 998. Thus, I deal with
1997 data throughout. To estimate the foregoing model I invoke the method of
ordinary least squares (OLS) and apply it to seventeen OECD countries. Most of the
countries I omit, I believe are not representative of the conventional case. I have
excluded Hungary and the Czech Republic, for instance, due to the current state of
transition they are in, and I feel such "anomalies" would not be amenable to my
analysis.

The analysis yields the estimated multiple regression equation:

% D CONSUM = .344 + .805 (% D EMPLOY) + .517 (GOVBAL) + .431 (SRINTRATE)

prob = (.629) (.000) (.006) (.006)

t = .49 5.38 3.30 3.28

F(3, 13) = .000, R2 = .898, R2 (adj.) = .875

Further regressions on the individual variables yielded the following:

%D CONSUM = .971 + 1.2 ( %D EMPLOY)

prob = (.051) (.000)

F(1, 15) =.000, R2 = .66, R2(adj.) = .64

 

%D CONSUM = 4.107 + 1.086 ( GOVBAL)

prob = (.000) (.001)

F( 1, 15 ) = .001, R2 =.52 , R2 (adj.) =.48
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%D CONSUM = - .973 + .867 ( SRINTRATE)

prob = (.429) (.005)

F(1, 15) = .005, R2 = .42 , R2 (adj.) = .39

Some General Remarks

Although I will discuss each of the coefficients in turn, let me first give a cursory
general analysis of overall results. Each of the coefficients is significant at the 1%
level and thus is highly significant. The F-statistic is similarly highly significant,
indicating that the model indeed has explanatory power and that the hypothesis that
all the coefficients are zero can be readily rejected. The coefficient of (multiple)
determination is high at approx. 90%, but the adjusted coefficient of (multiple)
determination gives a more realistic figure of 88%. By any standards these figures are
particularly high and indicate that approx. Movements in the regressors can explain
88% of the increase in real private consumption figure. Also, the Akaike Information
Criterion decreased with the addition of each variable, indicating they all contribute
explanatory power. The Durbin-Watson statistic is not applicable since we are dealing
with cross-sectional, as opposed to time-series data. I also note the absence of any
serious multicollinearity in the model. All of the regressors are highly significant and
the standard errors are relatively small. Furthermore, all of the regression
coefficients have the predicted signs (to be discussed).

An analysis of the error terms is fundamental to any regression analysis, since any
violation will invalidate our significance tests. It was clear from the histogram of
residuals that they approximate the normal distribution. It was evident from the error
band that the error variances are approximately equal, indicating homoscedasticity.
Also, the standard errors are approximately zero and all lie within 1.5 standard errors
of their mean. Hence, I may conclude that e 

i
 ~ iid N (0, s 2) . All augurs well for the

application of the Gauss-Markov Theorem; we may infer our tests of significance are
applicable and that our estimators are BLUE (Best Linear Unbiased Estimator). The
standard error of regression, indicating the standard deviation of the residuals, and
another measure of goodness of fit, is relatively small, signifying good fit. The error
analysis also bodes well for model specification.

I tentatively note, however, the possibility of a simultaneity bias in the model. It is
clear that an increase in employment should cause an increase in consumption.
However, that causation could conceivably go the other way. Herein lies the potential
for simultaneity. This would cause our regressors to be correlated with the error term
violating one of our classical linear regression assumptions (orthogonality) and
thereby leading to bias and inconsistency under OLS estimation. In this analysis I deal
exclusively with the one-way causation depicted above and content myself that the
bias fails to adversely affect model results (or if it does so, the bias is not so serious as
to invalidate my model). Given that the sample size is relatively small I contend this is
a reasonable assumption.

The correlation matrix illustrates correlations of 81%, 72% and 65% between each of
EMPLOY, GOVBAL, SRINTRATE and CONSUM respectively. These are indicative of
high linear correlations among the variables in question. Given that none of the
regressors are more highly correlated with each other than with that with CONSUM,
we can conclude again that multicollinearity would not appear to be a problem. I
contend that the specification of the model is accurate. I argue this more thoroughly
later, but I believe all relevant variables are encompassed in the model and
furthermore that no variable that is included is superfluous.
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Omitting observations from my analysis continues to yield healthy results. Indeed,
omitting the first two countries (USA, UK) yields results that are remarkable. The
model in this case yields a coefficient of determination of 93%. Furthermore, an
analysis from countries 10 - 17 yields an adjusted coefficient of determination of 99%.
Finally, the Chow Test for parameter stability was administered using two sample
sets, countries 1 to 9 and countries 10 -17. The result is not significant and provides
evidence in favour of the two sets of regression coefficients being equivalent (and
hence parameter stability).

An Analysis of Individual Regressors.

EMPLOY (or %increase in employment)

The coefficient of EMPLOY is in this case an elasticity. This variable was found to be
highly significant (in fact the most significant regressor) both in the model itself and
on an individual regression with CONSUM where it yielded an R2 of 0.66. The
scatterplot illustrates an obvious positive linear relationship.

It is intuitively appealing that an increase in employment will through, a better
endowed consumer, increase consumption. This is indeed verified in my analysis.
Also, an increase in employment should, through the corresponding increased
demand for labour, precipitate a growth in labour compensation. This is particularly
true in the case of a tight labour market. Given dormant or creeping inflation, the real
wage will rise. So we could reasonably conclude that an increase in this figure should
ultimately be associated with an increase in real disposable incomes. For this reason I
suggest this figure is an ample proxy for income movements and indeed gives a better
indication of future consumption. This assertion was borne out by my analysis. The
increase in employment and increase in real national income are highly correlated
and the relationship is statistically significant. Furthermore, it was found that the
EMPLOY regressor had greater explanatory power than that of the latter, when it was
replaced my real national income. The inclusion of both variables introduces serious
multicollinearity that would undermine results.

It is perhaps interesting that EMPLOY has greater explanatory power. I invoke the
rational expectations hypothesis to elucidate my claim. As employment increases the
rational consumer will discern a prosperous economy on a growth trajectory. He will
foresee less of a tax burden in the future as the onerous social security burden is
relaxed and the tax base widened. The result is a wealth effect and hence enhanced
consumer sentiment, inducing the consumer to spend more today, as "permanent
income" (in the Milton Friedman sense) increases, shifting the IS curve to the right.
One could also perhaps suggest that with increased employment rates, the rational
consumer would foresee inflation and hence prompting him to purchase at relatively
cheaper levels today. Of course the converse of these arguments applies for a fall in
employment.

GOVBAL (or general government financial balances)
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Interestingly, a highly significant positive relationship was evident in my analysis
between the increase in real household expenditure and the state of the government
finances. The greater the deficit, the less the consumer expenditure and vice versa.

This is a powerful argument for the rational expectations hypothesis and the
Ricardian Equivalence Theorem (or Ricardo-Barro effect). The poorer the state of the
government balances, the greater the future tax burden. Hence the rational consumer
will moderate his consumption behaviour and increase precautionary savings; he will
save to smooth out permanent income and offset the greater future tax liability. Barro
has argued that the actual financing of the government deficit (either through
government bonds or taxes) is irrelevant. The perspicacious consumer with
reasonable foresight will easily discern that a bond financed deficit will eventually
result in the imposition of greater taxes. Hence poor governmental finances under
rational expectations should always reduce present consumption. The proposition that
consumers are risk averse corroborates much of this argument. Similarly, a healthy
government balance is indicative of auspicious economic circumstances and
invariably sends positive signals to consumers, inducing them to save less and spend
more. Thus, healthy government finances may engender a kind of virtuous cycle,
where consumers continually find it rational to increase expenditure. The argument
can, of course, go the other way. This kind analysis underlies much of the discussion
of Ireland’s recent transition from stagnation to prosperity.

Some of the arguments propounded in this domain are most interesting. Some (e.g.
Giavazzi & Pagano) argue that increased taxes today, when followed by reduced
government spending, actually increase consumption in the case of risk averse
consumers since it reduces future uncertainty and increases future income. Barro has
argued that in the case of infinite time horizons and taxes to be imposed on the next
generation, the altruistic consumer will still increase saving, so that he can
compensate the next generation, through greater bequests, so as the tax burden,
when it indeed falls due, will not be unduly burdensome (the intergenerational
altruism model).

SRINTRATE (or short-run interest rates)

A highly significant positive relationship between the increase in consumption and
short-term interest rates within the model itself and on an individual basis with
CONSUM is the most surprising result of my analysis. At first the relationship strikes
one as perplexing and at variance with conventional economic theory. However, a
finer analysis reveals more subtle results. One possible argument entails an
invocation of Irving Fisher’s model of intertemporal choice for the case of a saver.
Fisher depicted two time periods, a budget constraint (indicating the cost of
consumption today relative to consumption tomorrow in terms of the interest rate)
and proceeds with an indifference curve analysis. It is arguable that an increase in
the rate of interest causes the income effect of the rate rise to outweigh the
substitution effect in the present period (i.e. we get the somewhat counterintuitive
result that present consumption will increase when the interest rate rises). However,
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for this to occur we would have to have high saving rates and low borrowing rates
among the countries in my analysis. Perhaps Japan's extremely low interest rates are
having this detrimental effect on consumption in a country with such high savings
rates. On this vein, note Japan’s high leverage on the accompanying scatterplot.

The above explanation would appear to be consistent with my empirical evidence
from the OECD. Higher interest rates would appear to be engendering ‘wealth
effects’ among consumers, spurring a rise in consumption. However, other reasons
also support my evidence. In the case of an overheating economy (high consumption)
monetary authorities will strive to keep the economy in check with higher interest
rates. This will dampen consumer demand and precipitate an exchange rate
appreciation, thus curbing inflation. Thus, in this case, higher interest rates will again
accompany high consumption (but not imply causation). One could argue, however,
that high interest rates surely engender inflationary expectations, prompting
consumers to spend now rather than later (and thereby implying causation).
Conversely, low interest rates engender deflationary expectations prompting
consumers to save and purchase at cheaper price levels in the future. Again note the
case of Japan.

Also, one could argue that low interest rates are a cause for concern for the rational
consumer. The circumspect consumer will soon become ‘suspicious’ if rates plunge
too low for he will fear impending recession. This could be indeed what is happening
in Japan, as consumers fear continued economic stagnation and are thus reluctant to
spend. Similarly, it was evident last year that Alan Greenspan feared letting interest
rates fall too much, in case he would rouse consumers` anxieties. Conversely, high
interest rates (among the countries in my analysis, anyhow) are often a sign that the
economy is overheating and, by implication, is doing well. Thus high rates may send a
positive signal to consumers enticing them, perversely, to spend more (rather than
less). Under rational expectations, fiscal and monetary policies can be wholly
impotent.

Conclusion

In this paper I have endeavoured to ascertain the primary determinants of
consumption in certain OECD countries. In all cases my analysis yielded statistically
significant results. As should be clear, throughout the paper I have emphasised the
"new classical economics" approach, the primary tenets being rational expectations,
perfect capital markets and intertemporal choice. The relevance, power and
usefulness of this approach to economic thinking should be apparent. It is salutary to
bear in mind that, although we are dealing in the main with inherently psychological
concepts, they be reasonably quantified with proxy variables such as the state of the
government finances. I also discussed briefly the applicability of the approach to
ascertaining the elusive roots of our present and continued economic prosperity. The
evidence leads to an espousal of the "expansionary fiscal contraction" hypothesis
postulated by McAleese in the early nineties.

Although the rational expectations hypothesis has been attacked on the grounds that
consumers do not always exhibit perfect foresight, the hypothesis claims that
consumers are not systematically wrong and persistently deluded. We should content
ourselves with the latter. Policymakers should also bear this in mind. Reckless,
profligate government policies may shatter a governments credibility and suppress
consumer confidence as opposed to stimulate it. Governments should incorporate
such expectations into policy and appreciate the concept of the "rational consumer";
in this sense consumers should no longer be beguiled by expansionary policies before
an election.

It is my hope that I have imparted some insight into this exciting new area that has
revolutionised macroeconomic thought over the past two decades or so. Like many
theories in economics it has the virtue of being both compelling and tremendously
effective. It was interesting to note The Economist’s reaction to Lucas` Nobel Prize:
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"As this week’s award of the Nobel Prize in economics shows, simple ideas are
often the most powerful".
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Where Does Development Aid Go?

Jasper Grosskurth – Socrates

Overseas aid and debt are at the heart of all discussions of the economies of Less
Developed Countries. In this essay, Jasper Grosskurth uses econometric methods to
examine what determines the level of aid granted to any particular country and also
looks at some of the political motivations behind this contentious question.

The Arguments about Aid

In recent years the more industrialised countries (except the US) have restated the
goal to bring the level of official development aid (ODA) to 0.7 per cent of their GNP.
During the same time there has been much criticism about the distribution of ODA
and the intentions behind it. This paper examines four important characteristics of
recipients of development aid that might shed some light on the reasons why ODA is
granted and what the intentions behind it are.

The official argument for granting ODA is to stimulate development and to eradicate
poverty. It is argued that aid is invested for the immediate and future benefit of the
recipients. Optimally, an upward economic spiral with rising levels of investment and
income would result. Critics doubt these altruistic motives. They claim that aid is
often given in order to facilitate loan repayments. This argument is supported by the
fact that in 1994 alone less developed countries (LDCs) paid $169 billion off their
$1,921 billion debt while receiving $56.7 billion in aid. These streams of capital
clearly do not allow any aid to be invested. Thus, ODA is argued to be an indirect
subsidy to the lending agents and causes little relief for LDCs. Another critical
argument in this discussion is that aid is (mis)used as a way to strengthen military
alliances by allowing financially weak countries to buy military equipment.

Outlining the Model

The dependent variable of a model suitably designed to empirically test the
significance of these arguments must be the amount of ODA received. Possible
explanatory variables include GNP per capita and the Human Development Index
(HDI) as measures of poverty and development. The levels of external debt and of
military spending as shares of GNP seem fit to test the arguments of the critics of
ODA. A priori, one would expect HDI and GNP to have a negative influence on the
amount of ODA, as richer countries need less financial support. Critics of ODA as a
means of poverty relief would expect a positive influence of the level of external debt
and the amount of military expenditures. In order to keep the model convenient and
within the bounds of this paper the proposed model uses cross-sectional data. This
choice is justifiable under the assumption that none of the variables involved are
subject to high volatility over a few years across a larger set of countries. Pooled data
would produce marginal extra precision at the cost of higher complexity.

Data

The year 1994 was chosen as base year for the estimation as it is the most recent year
for which comprehensive data is readily available. The dependent variable ‘aid’ is
measured as the amount of ODA in US$ given to a given country in 1994 as a share of
its GNP in per cent. ODA consists of loans granted by the World Bank, the IMF and
other official agencies from the OECD and OPEC countries. GNP per capita is
measured in US$. The HDI is an index compiled of several indicators of development
including, among others, life expectancy, literacy and income. It takes a value
between 0 and 1. The level of external debt as a share of GNP is measured as a ratio.
It is calculated by dividing the amount of external debt per capita in US$ by GNP per
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capita as above. The level of military expenditure is measured as a share of GNP in
per cent. It is likely to be underestimated for strategic and political reasons. The set
of data includes seventy LDCs selected on the basis of data availability. All sources
are generally acknowledged sources of international data. However, internationally
aggregated data can not be better than the sum of national data sets.

The data may suffer from a selection bias as it could be argued that countries that
receive development aid are often tied to report national data to international
agencies. A higher dependency on aid would then result in a higher likelihood of
inclusion in the study. The set of data obtained also suffers from multicollinearity. The
exogenous variables ‘hdi’ and ‘gnp’ are highly correlated (Pearson correlation: 0.748).
This is partly due to the fact that income is a component of the HDI. As a result of this
the significance of the coefficients for ‘hdi’ and ‘gnp’ are likely to be underestimated.

Formulating the Model

The following model results from the considerations above:

aid = a + b 
1
 hdi + b 

2
 gnp + b 

3
 debt + b 

4 
military + u (1)

where ‘u’ is the error-term.

The null hypothesis is:

b 
1 
= b 

2 
= b 

3 
= b 

4
 = 0 (2)

The alternative hypothesis is that the null hypothesis is not true, and therefore the
model has explanatory power.

Results

After a test-run, Sierra Leone was excluded from the sample. Its high level of aid
received (‘aid’=164.4% of GNP) strongly biased the regression. No satisfactory
reason was found for the exceptionally high level of aid received. The exclusion of
Sierra Leone significantly increased the explanatory power of the model, as captured
by higher values of the ‘R-squared’ (adjusted) and ‘F’ statistics. The F-value more
than doubled. No sign changes took place.

Table 1 summarises the adjusted regression output. The null hypothesis may be
rejected at the 0.1% level (F= 22.41). The explanatory power of the model is
moderate (adjusted R-squared= 55.7%). The coefficients of the variables ‘hdi’, ‘debt’
and ‘military’ exhibit the expected orientation.

  Table 1. Summary of Main Regression Output

 Aid = 22.1 – 41.0 hdi + 0.00174 gnp + 4.58 debt + 1.24
military

Predictor Coefficient t-Ratio (p value)

Constant 22.066 5.33 (0.000)

Hdi -40.995 -5.42 (0.000)

Gnp 0.0017369 1.76 (0.084)
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Debt 4.575 4.55 (0.000)

Military 1.2408 2.13 (0.037)

F = 
22.41

R-sq. = 58.3% R-sq. (adj.) = 
55.7

F = 
22.41

 The intercept value of 22.1 suggests a high level of aid being granted. However, the
negative coefficient of ‘hdi’ (-41.0) is relatively large. The debt coefficient of 4.5 has to
be seen in relation to an average level of debt of 1.02 times GNP. This makes the
impact of debt on the level of aid received rather small compared to the HDI. The
average level of military expenditures (2.67) has on average even less influence, with
a coefficient of 1.2.

Against prior expectations the coefficient for ‘gnp’ is positive. It is, however, very
small (0.0017). Even the high average GNP of 1300.9 does not help GNP to overcome
the status of the least influential variable with an average impact of 2.6 percentage
points on aid. With a t-value of 1.76 (p=0.084) it is also the least significant variable.
The variables ‘hdi’ and ‘debt’ are significant at the 0.1% level (t

hdi
= -5.42; t

debt
=

4.55). The variable ‘military’ is significant at the 5% level with a t-value of 2.13.

Applying White’s general heteroskedasticity test, the null hypothesis of no
heteroskedasticity may be rejected at the 0.05% level. This significantly exceeds the
relevant critical value of 31.32 at p=0.005. The Spearman rank correlation test
suggests heteroskedasticity in the variables ‘hdi’ (t-value of the Spearman rank test =
-2.97), ‘gnp’ (-3.96) and ‘debt’ (4.59). Thus, the value for the standard deviation and
consequently, the t-ratios and the significance levels of the respective variables are
biased. The size and the direction of the bias depend mainly on the exact relationship
between the true values of the observed variable and the true variance.

There are several potential causes of the heteroskedasticity. The low R2 of model (1)
suggests that an important variable might be omitted. Possible omitted variables
include variables capturing the political situation, the occurrence of natural disasters
and the degree of dependency on foreign trade. Another potential cause is outliers
that strongly bias the regression. Mozambique is a likely candidate. However, the
exclusion of Mozambique from the sample would only marginally reduce the level of
heteroskedasticity.

A closer look at the suspected relationship between the observed variable and its
residual may help to transform the data in order to reduce the level of
heteroskedasticity. This is, however, beyond the scope of this paper.

A Closer Look At The Explanatory Variables

In order to further examine the properties of the four explanatory variables each of
them was individually used as regressor against ‘aid’. The coefficient of ‘hdi’ has very
high explanatory power (R2(adj)= 39.5%). The ‘hdi’-model is very significant with an
impressive F-value of 45.4%. Its coefficient slightly decreases, but it is still the single
most useful variable to explain the amount of aid received.

The coefficient for ‘gnp’ changes its orientation and is now negative. This makes ‘gnp’
the most unreliable variable of the model. The R2(adj) of 17.1% is disappointing, even
though the model and the coefficient are significant at the 1% level. A look at Figure 1
suggests that the influence of ‘gnp’ on ‘aid’ might be more significant below a
threshold level of roughly $1800 per capita. In order to check this, a Chow test was
applied to test the alternative hypothesis that there is a structural change in the
aid-GNP relationship at a level of $1800.
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Figure 1

The null hypothesis that there is no structural change may be rejected at the 1% level.
The F-value of 9.87 is significantly larger than the critical value of 4.98. For the set of
16 rich countries ‘gnp’ is not significant at the 10% level (p=0.158). For the 53
countries with a GNP smaller than $1800 the variable ‘gnp’ is significant at the 0.1%
level. Its coefficient increases significantly to a value of -0.015. The rationale behind
this characteristic might be that richer countries only get aid under exceptional
circumstances. These might for example be political reasons (as in the case of South
Korea) or the occurrence of natural disasters like earthquakes and hurricanes.

The regressor ‘debt’ is again highly significant while exhibiting an R2(adj) of 28.0%.
However, this variable should be interpreted with care. As ODA consists mostly of
loans it would be logical to assume that the relationship is two-fold. A Hausmann
specification test was applied to test the null hypothesis that there is no simultaneity
problem concerning ‘aid’ and ‘debt’. The null hypothesis may be rejected at the 0.1%
significance level. The consequence of this is that the estimated parameters are
biased and not consistent. A simultaneous equation method of estimation would be
more appropriate to estimate the relationships at hand.

The amount of military expenditure does not have large explanatory power
(R2(adj)=5.3%). However, both the restricted model and the coefficient of the variable
‘military’ are significant at the 5% level. The low explanatory power might be due to
the low number of strategically important LDCs. It would be interesting to check the
parameters of this variable during the height of the cold war.

Directives for Political Decisions

In order to assess the political consequences, let us for the time being assume that
the results of the main regression in table 1 are generally confirmed by further
studies that overcome the errors and biases of this study. According to the evidence
presented it seems likely that the amount of ODA increases with decreasing levels of
development. This is in support of the argument that development aid is granted to
less developed countries.

However, it is highly ironic that the main measure of monetary wealth (i.e. GNP) has
relatively little explanatory power when it comes to the distribution of monetary
transfer to LDCs. It seems that the donors of aid rely on the belief that loans provide
solutions even if the problem is not one of too little wealth. Development seems not to
be a matter of wealth alone. From the study above one would conclude that the role of
GNP is generally overestimated. There should be more emphasis on how to efficiently
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organize resources (including aid).

The level of external debt seems to be an important factor. After all, debt is the one
problem that can definitely be solved with money. However, given the current crisis
in Brazil it is not at all clear that loans can stimulate development in the long-run. The
argument that a bankruptcy process for countries would be highly beneficial to
development should receive more attention in this context. The altruistic argument
for ODA may very well be questioned. It is in this light that ongoing campaigns for
debt relief as a means to achieve long-term economic development should be viewed
with some sympathy.

The influence of the amount of military spending is hard to establish as the data for
this variable is not very reliable. It generally consists of outliers where large military
expenditures coincide with large amounts of aid. Thus, it is hard to draw general
conclusions concerning this factor. A deeper analysis of the properties of the outliers
would probably shed some light on the issue.

Fields for Further Research

On the basis of the suggestive results of this study, more research is needed. The
model will have to be extended to include likely omitted variables. It will then have to
be formulated in a way that overcomes the simultaneous equation problem. At the
same time the model should be extended to include pooled data in order to pick up
the development of trends and lagged variables. Further research into the
explanatory variables themselves is also necessary. In particular, the relationship
between the level of aid and the external debt would have to be clearly formulated. A
detailed study might also include an analysis of the budget allocations of aid
recipients. It would be interesting to take a closer look at possible structural
budgetary spending patterns. If the critical arguments empirically outweigh the
arguments in support of ODA, the main focus of future research must be on how to
help LDCs to embark on sustainable and long-term paths of economic growth.
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Industrialisation In India

Jana Hambrock and Sebastian Hauptmann - 
Socrates

The development of India into a modern industrialised country is a slow but
continuing process. Jana Hambrock and Sebastian Hauptmann provide a detailed
analysis of the Indian economy, referring to its historical and theoretical context, as
well as to its future prospects.

Introduction

To discuss the topic "The Indian approach to industrialisation", this essay is divided
into several parts. Firstly, the reasons for, and policies of industrialisation are
discussed. The theoretical framework is finished by identifying indicators to be used
in the evaluation of the success of such policies. The second section gives a rough
overview of the development of industrialisation in India since independence. The
third section goes into more detail and provides information about some specific and
important areas for industrialisation. The fourth section uses the defined indicators to
measure the success of India’s two main approaches to industrialisation and evaluates
the results. The fifth section describes the main problems India faces today and in the
future. Last but not least, the sixth section informs about current trends in Indian
policy.

Theoretical Framework for Industrialisation

Before analysing the Indian approach, we want to introduce the aims of
industrialisation, give a rough overview of the industrialisation strategies for Less
Developed Countries (LDCs) and identify indicators for the evaluation of the success
of industrialisation policies.

Why Industrialisation?

What are the ultimate objectives of economic development? Different governments
may have different objectives in mind. Generally, however, they will include a faster
growth of national income, alleviation of poverty, and reduction of income
inequalities.

But how is industrialisation expected to contribute to these goals? The experience of
industrial economies shows a close association between development and industrial
expansion. But industry is also thought to provide certain spillovers which would
benefit other activities: enhancement of skills, training of managers, dispersion of
technology, etc. Moreover, pessimism about the prospects of food and raw materials
made the substitution of domestic for imported manufactured goods seem the most
promising route to development for many countries.

Industrialisation and foreign trade

Economists and policymakers in the developing countries have long agreed on the
role of government in providing infrastructure and maintaining stable macroeconomic
policies. But they have disagreed on policies toward trade and industry. The form of
government intervention in this area is the distinguishing feature of alternative
development strategies.

A convenient and instructive way to approach the complex issues of appropriate trade
policies for development is to set these specific policies in the context of a broader
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Less Developed Countries strategy of looking outward or inward. Outward-looking
development policies encourage not only free trade but also the free movement of
capital, workers, enterprises, the multinational enterprise, and an open system of
communications. By contrast, inward-looking development policies stress the need for
LDCs to evolve their own styles of development and to control their own destiny.
Within these two broad philosophical approaches to development, a lively debate has
been carried out between the free traders, who advocate outward-looking export
promotion strategies of industrialisation, and the protectionists, who are proponents
of inward-looking import substitution strategies .

The advocates of import substitution (IS) – the protectionists – believe that LDCs
should substitute domestic production of previously imported simple consumer goods
and extend this later to a wider range of more sophisticated manufactured items – all
behind the protection of high tariffs and quotas on imports. In the long run, IS
advocates cite the benefits of greater domestic industrial diversification and the
ultimate ability to export previously protected manufactured goods, as economies of
scale, low labour costs, and the positive externalities of learning by doing cause
domestic prices to become more competitive with world prices.

By contrast, advocates of export promotion (EP) of both primary and manufactured
goods cite the efficiency and growth benefits of free trade and competition, the
importance of substituting large world markets for narrow domestic markets, the
distorting price and cost effects of protection, and the tremendous success of the East
Asian export-oriented economies of South Korea, Singapore, and Hong Kong .

The balance of the debate has swung back and forth, with the protectionists
predominating in the 1950s and 1960s, and the export promoters gaining the upper
hand in the late 1970s and in the 1980s and 1990s, especially among Western and
World Bank economists.

Indicators for measuring economic development

Of course, any development policy has to be assessed by measuring the economic
development it effects. India’s first Prime Minister Jawaharlal Nehru declared on the
eve of the departure of the British, on 14 August 1947, that India’s task in the future
included "the ending of poverty and ignorance and disease and inequality of
opportunity".

These measures will be used to determine the success of the inward-looking policies
he initiated, as well as to compare their success with the success of the reform
policies. Therefore, growth of income per capita, alleviation of poverty and reduction
of income inequalities are amongst the most important indicators.

To measure advances regarding inequality of opportunity and ignorance, several
indicators pertaining to education and health will be used. These are two important
public goods to which every individual is entitled; both for their intrinsic importance
and for their enhancement of instrumental personal, social and process roles, and also
empowerment and distributive roles.

History of Industrialisation in India

This section gives a rough overview of the history of industrialisation in India. Several
areas will be discussed in more detail in the following section.

Colonial rule

Under colonial rule, India, as with most other developing countries, followed a
non-industrial model. But many Indians believed that progress was retarded by this. It
was believed that true economic progress lay in industrialisation; Smith’s and
Ricardo’s ideas of international specialisation and mutually advantageous free trade
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were rejected, at least until India became an exporter of more sophisticated goods.

Industrialisation since Independence

India’s first Prime Minister, Jawaharlal Nehru, Premier from 1947 to 1964, saw
industrialisation as the key to alleviating poverty. Industrialisation not only promised
self-sufficiency for his nation that had just regained political sovereignty, but also
offered external economies accruing from technical progress. Believing the potential
of agriculture and exports to be limited, Indian governments taxed agriculture by
skewing the terms of trade against it and emphasising import substitution, thus giving
priority to heavy industry.

Nehru believed a powerful state with a centralised planned economy to be essential if
the country was to industrialise rapidly. The Industries (Development and Regulation)
Act (IDRA) in 1951 laid the foundations for this administrative control on industrial
capacity. But, over time, the licensing requirements became increasingly stringent
and were accompanied by a gamut of procedures that required clearance by a
number of disparate and uncoordinated ministries.

In order to pursue IS, the Import Trade Control Order of 1955 subjected almost all
imports to quantitative restrictions in the form of import licenses. These were
supplemented by tariffs at rates that were among the highest in the developing world.

Indian state intervention in industrial development has been extensive. Unlike many
East Asian countries, which used state intervention to build strong private sector
industries, India opted for state control over key industries. At different times,
nationalised industries included chemicals, electric power, steel, transportation, life
insurance, portions of the coal and textile industries, and banking. To promote these
industries the government not only levied high tariffs and imposed import
restrictions, but also subsidised the nationalised firms, directed investment funds to
them, and controlled both land use and many prices.

Under Prime Minister Indhira Gandhi (1966-77), two major shifts took place in the
role of the state. First, the neglect of agriculture was reversed through state activism
in subsidising new seeds and fertilisers, agricultural credit, and rural electrification.
The green revolution took off and by the mid-1970s India was self-sufficient in grain.
The second shift was the further tightening of state control over every aspect of the
economy. Banks were nationalised, trade was increasingly restricted, price controls
were imposed on a wide range of products, and foreign investment was squeezed.

In 1973, dealings in foreign exchanges as well as foreign investment came to be
regulated by the Foreign Exchange and Regulation Act (FERA). The act virtually shut
out the inflow of new technology from abroad in the 1970s and 1980s, particularly
when these involved large equity participation.

The Indian system of state planning went far beyond the usual inward-looking
industrialisation policies that most developing countries pursued after World War II.
The government regulated the most basic business decisions for all firms above a
certain size: borrowing, investment, capacity utilisation, pricing and distribution.

The over-restrictive, and often self-defeating nature of the regulatory framework,
began to become evident by the late 1960s and early 1970s. Comprehensive planning
was increasingly criticised as planned targets were not met and many plans were not
even implemented. The lack of success in some dimensions led to a new and more
restrictive set of regulations. One example is the attempt to reserve sectors for small
industries and to restrict the growth of large firms.

Beginning in the early 1980s, a mild trend towards deregulation started. Economic
reforms were introduced, starting to liberalise trade, industrial and financial policies,
while subsidies, tax concessions, and the depreciation of the currency improved
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export incentives. These measures helped GDP growth to accelerate to over 5% per
year during the 1980s, compared to 3.5% during the 1970s, and reduced poverty
more rapidly. However India’s most fundamental structural problems were only
partially addressed. Tariffs continued to be among the highest in the world, and
quantitative restrictions remained pervasive.

Moreover, a significant government influence continued in the allocation of credit to
firms and a discouragement of foreign investment. Relatively inefficient public
enterprises, controlling nearly 20% of GDP, remained a drag on economic growth.

The government expanded antipoverty schemes, especially rural employment
schemes, but only a small fraction of the rising subsidies actually reached the poor.
Competition between political parties drove subsidies up at every election. The
resulting fiscal deficits (8.4% of GDP in 1985) contributed to a rising current account
deficit. India’s foreign exchange reserves were virtually exhausted by mid-1991 when
a new government headed by Narasimha Rao came to power.

In July 1991, India launched a second major economic reform program. The
government committed itself to promoting a competitive economy that would be open
to trade and foreign investment. Measures were introduced to reduce the
government’s influence in corporate investment decisions. Much of the
industrial-licensing system was dismantled, and areas once closed to the private
sector were opened up. These included electricity generation, areas of the oil
industry, heavy industry, air transport, roads and some telecommunications. Foreign
investment was suddenly welcomed.

Greater global integration was encouraged with a significant reduction in the use of
import licenses and tariffs (down to 150% from 400%), an elimination of subsidies for
exports, and the introduction of a foreign-exchange market. Since April 1992, there
has been no need to obtain any license or permit to carry out import-export trade. As
of April 1, 1993, trade is completely free, barring only a small list of imports and
exports that are either regulated or banned. The WTO estimated an average import
tariff of 71% in 1993 which has been reduced to 40% in 1995. With successive
additional monetary reforms, the rupee, since 1995, can nearly be considered a fully
convertible currency at market rates. India now has a much more open economy.

Special areas of economic policy

After giving a rough overview of the history of industrialisation, this chapter provides
more detailed information about the areas of human factors for industrialisation,
structure of foreign investment, and the process of privatisation.

Human Factors for industrialisation

A very necessary ingredient for promoting industrialisation and technological change
is the investment in human capital. India’s current average adult literacy rate is low
at 52%. There are large inequalities between males (literacy: 64%) and females
(literacy: 39%), between urban and rural areas, and between different social classes.
Low levels of female education in India are due to the gender division of labour.
Females are expected to spend most of their life in domestic work and child rearing.
Secondly, the practice of dowry and the ideology of hypergamous marriage can turn
female education into a liability. An educated girl is likely to be more expensive to
marry off, thus female education tends to be a threat to the social order. Illiteracy is
widespread not only in older groups, but also among young boys and girls,
particularly in rural areas.

The remarkable neglect of elementary education in India is all the more striking given
the widespread recognition, in the contemporary world, of the importance of basic
education for economic development. Primary education in India is not compulsory.
However those who receive primary education and make it through secondary school
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have an excellent chance of getting a high-class University education. India has a
huge supply of people with more education than they can use.

Amartya Sen argued that there were deep-seated class biases in the pressures that
have determined Indian educational priorities, and that the inequalities in education
are, in fact, a reflection of the inequalities of economic and social powers of different
groups in India. India’s hierarchical, brahmin-dominated society has been noticeably
casual about primary education; resources have been poured into the higher
education that benefits the upper class.

The persistence of endemic illiteracy and educational background in India generally
limits the freedom and well-being of the Indian masses and has a direct role in the
relative deprivation of women in particular. Elementary education is extremely
important for a successful integration in the world market and if the process of
growth were more ‘participatory’ it could raise the income-earning power of large
parts of the nation. Even if India’s high technology industries, such as modern
computer software or engineering products had an accelerated growth, the bulk of
the Indian population would benefit only marginally.

Foreign Investment Policy Instruments

Since independence, new foreign investment has been rigidly controlled in line with
established development thinking. Investment was mostly restricted to industries
where it was felt that the acquisition of foreign technology was important, or where
the promise of exports was convincing. The FERA was a landmark. In most industries,
foreign shareholdings in rupee companies had to be reduced to 40%. The relative
importance of foreign ownership in the private corporate sector fell significantly in
the next decades. The attitude towards foreign investment began to change in 1985
as a part of Ghandi’s drive for advanced technology. Despite this, looking at 1988
shows how poorly India fared in attracting private foreign investment. Net Private
Foreign Investment to India (in million US$) was $280. This is compared to her Asian
competitors with figures of $2344 (China), $1093 (Thailand) and $986 (Philippines).

Since the liberalisation in, mid-1991 India has become a magnet for foreign
investment. A noteworthy feature is the dramatic speed of approvals, some taking
only a week. Automatic approval of projects in 34 industrial sectors is permitted. The
constraint that foreign investment should reach only 40% was relaxed to 51%. In
certain sectors, such as infrastructure and computer software, the ownership can also
be as high as 74%. In some sectors such as transport infrastructure, full foreign
ownership is permitted and even encouraged.

Foreign direct investment rose from $170 million in 1991-92 to $1.3 billion in
1994-95. India is targeting foreign direct investment of at least $10 billion annually by
the turn of the century. It attracted a total of $2.4 billion in 1996-97 and $3.4 billion
in 1997-98. Foreign direct investment is nearly 25 times higher than it was before the
economy was liberalised.

The government in New Delhi is continuing to work toward reforming long-standing
policies to make the country more "investor friendly"; a move that continues to
heighten US interest in the country. A growing number of US companies, motivated
by an increasingly favourable investment climate and the country's huge reserves of
both human and natural resources, have seriously begun to consider investing there.
US investment has been more than 24% of the total investment since 1991. In 1995
approximately $3.5 billion of US foreign investment flowed into India.

The US continues to be the leading investor in India. The US is followed by other
more ‘traditional’ investors like the U.K. (6.4%), Israel (5.9%), Mauritius (4.6%), Japan
(4.2%) and Germany (4.1%). Most of the investment interest has been in the
telecommunications, oil refining, automobile and transportation sectors, with other
projects developing in the electronics, software and electrical equipment industries.
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Revitalisation of the Indian Private Sector

India has always been a trading nation. Centuries of alien rule and decades of
socialism did not stamp out the Indian entrepreneurial spirit. The Statement of
Industrial Policy 1991 reduced the list of industries reserved for the public sector
from 17 to 6. In 1992/93, 104 out of a total of 237 central public sector enterprises
made losses. With few exceptions, the inefficiency of public enterprises, which
generate 17% of GDP, has continued to be a serious issue. It is clear that there is a
prima facie case for privatisation on grounds of efficiency. However, the strength of
the case for privatisation varies with the type of industry.

Now exposed to international competition, Indian companies are forming alliances
with each other to face the challenges of the future. It is now even possible for Indian
firms to merge with other companies. Procter & Gamble merged its operations with
Godrej Soaps. Coca Cola acquired Parle, its erstwhile competitor, thus extending the
cola wars to new exotic lands. Companies are enjoying the benefits of economies of
scale and synergy. As larger and stronger groups emerge, they will have the
resources necessary to invest in upgrading technology and will become more
competitive.

Evaluation of Industrialisation in India

The indicators named above will be used to evaluate the success of Indian
industrialisation policies. A distinction will be made between the period from
Independence until 1980, characterised by inward-looking policies such as IS, and the
period from 1980 until today, characterised by reforms and the opening up of the
Indian economy. The following analysis with indicators compares the achievements of
these two periods only. Absolute statements of Indian achievements follow later on.

It must be emphasised that the analysed data conceals sharp disparities within India
between development-oriented states and laggards, between women and men,
between adults and children, and between city and countryside. Different states have
progressed at differing paces and, even within states, different regions have achieved
markedly varied results. Even more noticeable than geographic differences in poverty
reduction are the inequalities that persist across gender, caste and ethnic groups.
Social indicators for women – literacy, for example – are distinctly lower than for men,
and the level of scheduled castes and tribes in both economic and social achievements
is still well below the national average.

Growth of national income

Growth of national income in GNP per capita in India was about 1.4% in the years
from 1960 to 1980. The effects of the reforms of the 1980s are reflected in growth
figures: the average GNP per capita growth increased to 3.25%. And with further
opening up in the 1990s, the GNP per capita reaches new heights with 3.8% average
growth in the period from 1987 to 1997.

Alleviation of poverty

In the early 1950s, about half of India’s population was living in poverty. Since then,
poverty has been declining slowly. The poverty reduction was given new impetus by
the reforms: falling from around 55% in 1974 to just under 35% in 1994 by a
headcount index. In the 1980s and 1990s, poverty reached historically low levels.
Still, because of India’s rapid population growth rate, the relative reduction of poverty
has not been sufficient to reduce the absolute number of poor which increased from
about 164 million in 1951 to 312 million in 1993-94.

Reduction of income inequalities

The reduction of income inequalities has only made slight advances. The biggest
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advances were made mostly before the reforms. On the other hand, one of the biggest
increases in inequality happened in the late 1970s, and the developments for the late
1980s / early 1990s in Figure 1 look promising. Compared to other low-income
economies, the inequality is relatively low.

 Education

From 1960 to 1977 the reduction of illiteracy was only 11%. From 1978 to 1995, it
was 25%, thus much higher. Of course, there are also long-term developments
involved here, so that the higher reduction in the second period might be partially due
to actions taken in the first period.

Health

Life expectancy, used as an indicator of health, has increased constantly since
independence. During the period from 1960 to 1980, it increased from 43 years to 52
years, which is an increase of 21% in 20 years. From 1980 to 1995 it grew to 62
years, which is a 19% increase in only 15 years. This means that the growth of this
indicator has increased by a rate of 24% compared to the previous period.

Even clearer is the improvement in the reduction of infant mortality. This was
reduced by 25% in the period 1960 to 1995 and a further reduction of 45% took place
from 1980 to 1995. This is partially due to better education of mothers, as well as to
an improved economic situation of parents.

Summary

Independence - 1980

The system of state planning constrained growth of the private sector by allowing it to
expand only with government permission. But despite the massive interventions,
economic progress was made during the period following independence. The per
capita GDP grew at a respectable rate of 1.4% per annum from the late 1940s into the
1970s. Both famine and poverty were significantly reduced during this period.
Nevertheless, most economists argued that the interventions lowered India’s
economic growth rates to a level which was not adequate for a country that saved and
invested over one-fifth of its GDP. With few major producers of many key industrial
products, the concentration of domestic production was very high, inviting
monopolistic pricing. Moreover, as the world economy grew and as beneficial
opportunities for growth through trade expanded, India paid an increasing price for
its economic isolation.

The Indian system of state planning has been described as combining "the worst of
socialism and capitalism, by suppressing growth while failing even to deliver the
social welfare that communist systems provided".
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1980 – mid-1990s

The liberalisation that started in the 1980s and gained further momentum in
mid-1991 proved the critics of the old system right.

Per capita GNP reached historically high growth rates; industrial output-growth
averaged 8.4% in 1994-95; exports were up by 27%; inflation dropped below 10%; the
current account deficit is below 1% of GDP; foreign-exchange reserves are high at
$20 billion; and food stocks have hit an all-time high of 37m tonnes.

The long neglected private sector today generates two-thirds of India’s GDP. The
World Bank describes the change of the state’s role from that of principal investor to
that of facilitator of entrepreneurship. Thus, over the course of a few years, the old
national consensus on socialism has given way to a new consensus on liberalisation.

India – a perspective

It should not be forgotten, that despite all mentioned advances, India is still a
low-income, developing country. It has an economy slightly smaller than Belgium’s
with a GNP per capita of $390. Only about half of its 960 million people can read.
Only 14% of the population has access to clean sanitation - a lower proportion than
anywhere else except for parts of Sudan and Burkina Faso. According to the World
Bank, 63% of India’s under-five-year olds are malnourished. The infant mortality rates
of two Indian states is above the sub-Saharan average. About 40% of the world’s
desperately poor live in India.

India’s progress in fighting poverty is modest when compared with some of its Asian
neighbours. Between 1970 and 1993, the proportion of Indonesia’s population living
in poverty dropped from 58% to 8% – a greater decline in a shorter period of time.
According to the World Bank,

"it is through rapid growth that India will be able to reduce poverty and generate
the resources to invest in the health and education of its people who will in turn
sustain this growth, [as] overall growth accounted for the lion's share of poverty
reduction: 80% of the decline in the number of households below the poverty line
between 1951 and 1970, and almost 100% since 1970".

But India, like many developing countries that adopted a philosophy of government
intervention with import substitution policies, is finding that economic reform can
often be a slow, incremental process. Complications continue. Domestic producers
will resist tariff reductions that subject them to increased competition. Government
bureaucrats will try to maintain the power and influence they acquired during periods
of substantial government involvement in economic decision making. The reforms so
far are a positive step but must be extended and accelerated if India is to catch up
with the East Asian tigers.

It is not possible to condemn the inward-looking policies as totally wrong. Some
advances were made and no one can say what would have happened if India had
followed another strategy. In our opinion, the idea that industrialisation was
important for India in the 1950s was right, as the share of commodities in world trade
is constantly decreasing. However, the view that exports are not important and that
India could go its own way was wrong. By protectionism and interventions, India
fostered the establishment of industries. India didn’t create an efficient private sector
but a huge, inefficient public sector, and protectionism lowered the competitiveness
of India’s economy. Furthermore, the neglect of exports led to the fact that India’s
share of world trade decreased from 2% in 1950 to 0.5% in 1990.

In our opinion, India should have followed an EP-strategy as the Asian tigers did and
shouldn’t have created the system of state planning and such a large public sector;
both of which led to huge inefficiencies. The success of the recent opening up of the
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economy illustrates the potential India has. Therefore, India should proceed in this
direction to encourage further economic growth.

Still, economic growth alone is not enough. Amartya Sen emphasises that growth
must be "high and participatory". But even today, India’s "have-nots are treated
virtually as are-nots" due to the caste-system and are neglected. Sen toured India in
January 1999 to communicate his message that Indians are woefully underfed,
undereducated and sickly, even by the standards of poor countries. The impact
remains to be seen. India’s biggest current problems will be covered in the following
section.’

India’s current problems regarding industrialisation

After evaluating important indicators for industrialisation and giving a summary of
industrialisation since independence, we will now take a more detailed look at some
specific areas for future industrial development in India.

Infrastructure

Perhaps the biggest problem for doing business in India is the woeful state of its
infrastructure. Consider this: it takes four days for a truck to travel the 900 miles
between India’s national capital New Delhi and its commercial capital Bombay. It
takes months to get connected to the power supply in any Indian city, and several
years to get a telephone connection in large cities.

Poor infrastructure is acting as a drag on the Indian economy, and the Indian
government is now attracting private domestic and foreign investment to build the
backbone of a modern economy. A recent report estimated that investment in
infrastructure would rise from 5.5% of GDP in 1997, to about 7% in 2000/01. This
includes massive improvements in telecommunications, power, energy, and transport.

India has recognised the vital role telecommunications play in the growth of the
economy. The Indian telecom sector was wholly under government ownership and
control until recently and was characterised by under-investment and outdated
equipment. There is vast potential for extending these services in India, which has
one of the world’s smallest telephone densities of 1.3 per 100 people, compared with
the world average of 10 per 100. Advanced communication services such as fax, data
transmission, and leased circuits are becoming increasingly common. Foreign
collaboration is also being encouraged in cellular phones and paging systems. In the
telecommunications sector, estimates for regional investment needs range from $40
billion a year, to as high as $70 billion a year by the end of the century.

The power problems are severe in India with three-hour-a-day power cuts and
damaging voltage fluctuations that require companies to generate their own power.
Investment in energy is a sound way of increasing manufacturing activity. If all 49
proposed private sector power projects are implemented, these would add a total of
20,000 megawatts to India’s current capacity of 66,000mW. However it should be
noted that India’s energy demand is growing at 8-10% a year.

As part of India’s liberalisation efforts, the transportation sector has been opened to
private investment. The government is offering incentives to invest $4.7 billion to
construct and operate bypass roads, highways, bridges, railways, and ports.

Health and Education

HIV/AIDS is a newly emerging threat to India’s public health. About 3 million people
in India may be affected. Malnutrition also continues to impede India’s development.
Prejudices against women and girls are reflected in the demographic ratio of 929
females for every 1,000 males.
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To support India’s goal of achieving universal primary education, the World Bank is
supplementing increased state government expenditure. This has boosted school
enrolment, particularly among girls and disadvantaged children, and is improving the
quality of instruction and learning achievement.

Amartya Sen reckons that India could enrol all its children in primary school by
spending an additional 0.5-1% of GDP. Providing basic health and education is not
expensive where labour is cheap. But health and education indicators, while showing
some progress, still remain among the world’s lowest.

Public sector

Another big problem is India’s notoriously bloated and inefficient public sector. The
World Bank has turned down applications for power loans worth $750 million for
projects in some states because of mismanagement in their government. Many
electricity boards have become insolvent as a result of providing electricity at
extremely subsidised rates and ignoring large-scale thefts of electricity. State
governments have been unable or unwilling to take the politically unpalatable
decisions needed to make their electricity boards viable.

The most telling evidence of the cost of delaying reform is the sheer effort companies
have to expend to cope with the country’s labyrinthine bureaucracy. For example,
foreign investors continue to seek permission from the Foreign Investment Promotion
Board, even though their plans are covered by the automatic approvals system.

Corruption

An immediate threat to India’s governance is not the tottering coalition governments
or the BJP, but corruption. The combination of a state-run economy and weak political
institutions created all too many opportunities for crooked politicians and
bureaucrats.

Worse still for the business community is that the government itself is the
fountain-head of corruption. This is particularly serious in view of the huge
importance of the government sector in India’s economy.

Corruption has become ubiquitous at all levels and is accepted by everyone. Many
Indian businessmen feel that liberalisation of the economy will have no impact on
reducing the corruption that has become so well entrenched. The influx of foreign
companies is already unleashing a new wave of even greater corruption. A survey of
183 US firms conducted by the US embassy in 1995 revealed that US investors rated
corruption in India as the third worst problem they faced after red tape and a lack of
electric power.

The blame for the deluge of corruption in India lies in the lack of transparency in the
rules of governance, extremely cumbersome official procedures, excessive and
unregulated discretionary power in the hands of politicians and bureaucrats, who are
prone to abuse it, and a lax judiciary.

Tax Problems

Tax reforms have been seeking to transform India’s tax system from one with high
differential tax rates falling on a narrow base, into one with tax rates at moderate
levels falling on a broad base. The 1995 fiscal budget reduced taxes on corporate
income, and a major reform of excise taxes has been implemented to make it
resemble a value-added tax more closely.

But the government’s income is also constricted by an inefficient taxation system.
Rural areas are not taxed because they contain such a large pool of voters and no
government has had the political will to change this. Income tax is skilfully dodged.
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This leaves the government with excise and customs duties, which represent two
thirds of all taxes.

Labour market

India needs greater labour market flexibility to make its companies more competitive
and its economy more productive. Politically powerful labour unions have stifled most
efforts at serious reform or privatisation of India’s largest public sector enterprises,
including most banks, all insurance companies, and many major industries, even
though privatisation would probably cost the jobs of no more than 1.1% of the urban
labour market. India’s labour laws hinder efficiency and growth.

Financial sector

India’s financial sector still cannot effectively mobilise and mediate capital to respond
to economic changes. The resulting high cost of capital makes Indian industry and
exports less competitive. In spite of recent improvements, India’s equity markets are
still too thin and volatile to inspire great confidence on the part of domestic or foreign
investors. Bond markets are practically non-existent. Liberalisation of the insurance
industry, which would greatly improve the investing of India’s substantial savings,
now 26% of GDP, has been stymied. India’s banking system remains flawed, with the
dominant state-owned banks still carrying bad loans amounting to 15 to 25% of their
total.

Outlook

The arrival of a BJP-led government in March looked like a setback for freer trade. It
took two steps away from trade liberalisation. Firstly, India’s anti-dumping
procedures were tightened. Secondly, the Finance Minister imposed an extra tariff of
4% in June. However, it is too early to conclude that India is returning to
protectionism. The government insists that tariffs were increased to raise revenue,
not to protect Indian business.

BJP strategy regarding foreign investment

BJP party leaders seem keen to limit foreign investment in all areas other than
infrastructure. They are worried that Indian culture will be eroded by western
consumerism such as food habits brought in by Kentucky Fried Chicken or
McDonald’s. Such sentiments cause alarm.

"Foreign investors are not exactly queuing up to enter India, and this attitude will
scare away those who are weighing up the possibilities of doing business here,"
cautions a top executive with a foreign investment bank in Bombay. In its defence, the
BJP says that while it seeks to protect domestic industry and reserve "India for
Indians", it does not intend to take back the reforms. But approved and actual foreign
direct investment already shrank between January and July 1998. Approvals totalled
only $4.7 billion, compared with $7.1 billion in the same period in 1997 and actual
inflows slid to $1.6 billion from $1.9 billion.

Furthermore the BJP’s decision to conduct five nuclear tests in May 1998
underscored India’s reputation for unpredictability and highlighted the vulnerability
of infrastructure investment to international and domestic political pressures. The
sanctions imposed by the US on India include bans on private banking assistance to
the Indian government and pressure on multinational lenders such as the
International Monetary Fund to withhold loans. The sanctions hit the Indian economy
and Indian companies generally, and were potentially very onerous for foreign
developers.

On the other hand, the government recently encouraged foreign direct investment. In
July 1998 it put forward a plan allowing foreign companies to take stakes of up to 26%
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in Indian insurance companies, having resisted opening the insurance market to
foreigners in the past. "Automatic" approval of foreign investment of up to 100% was
extended to more sectors of industry.

Recent development of the macroeconomic situation

The macroeconomic situation is also causing concern. After a year of patting itself on
the back for escaping the Asian crisis, the Indian government is now sitting up at
some spine-chilling signs that the economy hasn’t been unscathed after all.

India’s gross fiscal deficit will rise to 6.6% of GDP from a planned 5.7% in 1998,
forcing the government to keep borrowing and pushing up interest rates. But the
government’s infighting and inability to push through much-touted economic reform
bills raises doubts as to whether it can tackle these problems.

The ballooning trade deficit comes on top of sluggish industrial production, high
inflation (a 9% annual rate in the first half of November), and an expanding budget
deficit. Currency devaluations in the rest of Asia have made Indian exports even less
competitive than they were previously.

The current deficit of $2 billion has been pushed to the highest level since 1991. The
rising deficit is financed by foreign-exchange reserves, and is expected to put upward
pressure on the rupee .

On the other hand, GDP growth is forecast to move upwards to 6.4% in 1999. This
follows a slowdown to 5.1% in 1998 due to a 1.5% decline in agricultural production,
slowing exports, and industrial growth. Factor-cost GDP is forecast to expand by an
annual average of 6.7% until 2002-2003.

Overall, it remains to be seen how entrenched the reforms are in India in the face of
more difficult and troubled economic conditions.
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Was The "Tequila Effect" Rational?

Richard Doyle, Dominic Scott and Carmel 
Crimmins- Senior Sophister

Financial contagion is the phenomenon where flows of capital to one economy result
in increased likelihood of similar flows to another country. There are both rational
and irrational causes of this contagion and it is this very point that is addressed by
Carmel Crimmins, Richard Doyle and Dominic Scott. By investigating the causes of
the Mexican devaluation of 1994 and the subsequent consequences on the world’s
emerging markets, they conclude that the ‘Tequila Effect’ was rational.

Introduction

The aim of this paper is to establish whether contagion in international capital
markets is a rational or irrational phenomenon. Contagion is identifiable whenever
large amounts of capital flows, either to or from one country, increase the likelihood
of similar flows in other countries. Contagion can be thus positive (capital inflows) or
negative (capital outflows). In this paper we concentrate on negative contagion. We
focus our analysis on the Mexican Peso crisis of December 1994 and the negative
reverberations this event unleashed upon emerging markets worldwide. We consider
the rationality of this so-called ‘Tequila Effect’.

First, we familiarise ourselves with the various explanations for contagion between
countries, both rational and irrational. Secondly, the events leading up to and
including the Mexican crisis are examined. Thirdly, we take a cross section of
countries, subjected to varying speculative pressures as a result of the 1994-95 crisis,
and analyse the factors that caused such pressures. Using this data we establish how
rational the markets were in discriminating between these countries.

On the basis of our findings we conclude that "the first financial crisis of the 21st
Century" was caused by macroeconomic similarity and the demonstration effect.
However, the magnitude of the capital outflows does suggest an element of irrational
self-fulfilling panic among investors. Although no two financial crises are the same
and much research remains to be done, it would appear that investors, while not
immune to irrational action on the whole, only withdraw their capital when they have
good domestic economy reasons for doing so.

Section 1: What Causes Contagion?

This section will discuss the various theories that have been put forward, either in
isolation or in conjunction with one another, to explain contagion in the international
capital market. They seek to explain how a crisis in one country can cause a crisis in
another country; that is, the channel(s) by which contagion spreads. The analysis will
assume that there are two countries, A and B, both of which suffer destabilising crises
in that order. This overview will be the basis upon which we evaluate the ‘Tequila
Effect’ and, in particular, whether it was rational or irrational.

‘Rational’ Explanations

Trade
Strong trade links are one possible explanation of contagion. If A suffers a devaluation
of its currency, then B will experience a fall in its international competitiveness. This
is because its exports become more expensive relative to A’s exports. Thus there is an
increased incentive for B to devalue its currency in order to regain its
competitiveness.



2 of 11

Furthermore, because individuals in B demand more imports from A, they require
more foreign currency to satisfy this demand. This pressure on the international
reserves of B’s Central Bank causes a greater expectation of devaluation as the
central bank has less insulation against an attack.

Another trade channel is that of commodity prices. When A experiences a crisis, it
demands less imports. This causes the prices of commodities to fall, which then
negatively impacts on countries, such as B, that are heavily reliant on the export of
raw materials.

Macroeconomic Similarity and the Demonstration Effect

Similarity in macroeconomic (including political) conditions and economic policies
may also explain contagion. Suppose there is a devaluation in A. Investors become
suspicious of countries that are similar in macroeconomic terms, such as B, because
they may believe that there is causation running from a certain set of macroeconomic
conditions and/or policies to currency devaluation. Their expectations are accordingly
altered with the ultimate result being devaluation in B.

The "demonstration effect" is related to this theory. The effect is that the crisis in A
demonstrates to investors that there could be cause for concern about countries of a
similar macroeconomic nature. Once the crisis strikes in A, investors scrutinise B
more closely and may find that everything is not to their satisfaction, contrary to their
previous belief. This demonstration effect would certainly help to explain why crises
tend to arrive in groups. A variant of this argument is the model of Calvin and Leahy
(1995). They claim that even though difficulties are suspected in B, investors wait
because it is costly for them to take a position in advance of a crisis. Therefore when a
crisis erupts in A it has the effect of confirming the suspicions of investors in B,
resulting in a devaluation in B.

The attitude to risk of those investing in B may be influenced by a crisis in A. If they
become more risk averse, having being ‘stung’ by the crisis in A, they may withdraw
capital in other similarly risky countries. This point is similar to that of
macroeconomic similarity, except that this case requires a change in investors’ risk
preferences for the crisis to spread to B.

‘Good Practice’

The importance of maintaining liquidity, known as ‘good practice’, might also explain
contagion. If investors experience losses due to a currency crisis in A, they may need
to sell assets in B simply to maintain a sufficiently liquid portfolio of assets. The
outflow of capital from B could then trigger a devaluation of its currency.
Furthermore, the fact that A has devalued reduces the political cost of B devaluing its
currency.

‘Irrational’ Explanations

Alternatively, economic agents may be prone to irrational behaviour at the time of
crises. There may be a characteristic, inherent in economic agents, which engenders
behaviour that simply does not make sense.

Asymmetric Incentives

A more specific explanation focuses on the asymmetric incentives that agents dealing
in the financial market face. For example, fund managers potentially have a huge
amount to lose by holding assets in a region (A and B) in which A has experienced a
currency crisis in contrast to withdrawing funds from the region and investing
elsewhere (C). Ultimately, they will lose by such a withdrawal but this loss is dwarfed
by the potentially catastrophic loss that would result if B suffered a crisis.
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Non-Macroeconomic Similarity

Similarity of some non-macroeconomic or political characteristic is advanced as an
explanation of contagion. Though the economies of A and B may not be explicitly
linked in an economic or political sense, they may be linked by a common
temperament. Thus, when one thinks of the ‘Latin temperament’ (where A and B are
Latin countries), one may have images of flair, flamboyance and a particular
reputation. This may be perceived as a sufficient reason for investors to disinvest in B
because of a currency crisis in A. A related case is that of the currency of a set of
countries. If the name of the currencies of A and B is the same, then investors may
associate A and B (and their fortunes) together. Thus whenever A experiences a crisis,
B would be expected to follow suit.

Information Cascade

Shiller (1995) provides an alternative explanation. It is based upon the idea of
information cascade. Agents’ decisions are shaped by their local conditions. Once one
agent reacts on the basis of information in their locality, say A, other investors may
incorrectly interpret this as a signal with global implications. This signal can then
trigger a crisis in B as the information cascades from one agent to another, giving the
impression that there is global agreement on the issue.

Section 2: The Mexican Crisis

Background

In 1987, Mexico undertook a comprehensive process of "macroeconomic stabilisation
and structural transformation". This included the tightening of fiscal policies, the use
of the exchange rate as a nominal anchor, trade and exchange liberalisation,
privatisation and the restructuring of external debt. In spite of all this, Mexico
suffered a currency crisis in late 1994, a crisis that resulted in a 7% contraction of
real GDP in 1995. Why did this happen?

Ignoring the Signals

Krugman argues that the Mexican crisis is an example of a speculative bubble
bursting, and his theory fits well with the facts. He cites, among other factors, the fall
of communism, the adoption of ‘free market religion’ by the emerging economies and
the world-wide fall in interest rates in the early 1990s as causes of excessive investor
optimism in emerging markets. One result was the massive rise in capital inflows to
Mexico (see Figure 1).

The speed and scale of the rise in total foreign investment in relatively untested
waters signified substantial investor optimism regarding the economic reforms, and a
lack of vigilance regarding Mexico’s economic performance. Although economic
growth was strong, as shown in Figure 2, it did not match the spectacular rise in
foreign investment. The economy grew at an average real rate of 3.1% in 1989-1994,
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and experienced negative growth in the second half of 1993 (Figure 2 shows
smoothed annual growth, explaining the positive growth rate illustrated for 1993).

Although inflation fell from around 25% in the 1988-1991 period to 7% in 1994, the
fall was not quick enough or large enough to stop a massive real exchange rate
appreciation. Exacerbated by this loss of competitiveness, a pre-election spending
spree and deterioration in private sector savings, the external current account deficit
grew steadily from 1.4% of GDP in 1988 to 8% in 1994. Investors’ lack of regard for
these indicators was compounded by the government’s failure to publish data on
foreign exchange reserves, which plummeted from $25bn in 1993 to $6.5bn in 1994.

Panic

In 1994, prompted by a substantial rise in world interest rates, a peasant revolt, an
earthquake and two political assassinations, the markets became increasingly uneasy
about Mexico. Foreign capital fled. Interest rates rose to 16% in July, but this added
fuel to fears of a recession-avoiding devaluation.

In December 1994, the peso was devalued by 15%. This is considered a "botched
devaluation" because the Mexican authorities lost all credibility but did not satisfy the
market, as the devaluation was too small. The result was a near-complete loss of
confidence, the peso free-falling to half its pre-crisis value, inflation averaging 52%,
interest rates peaking at 80% and a 7% contraction of real GDP in 1995.

Rescue

In January 1995, the USA orchestrated a $50bn international loan which, in
conjunction with a stringent adjustment program and rapid export growth in 1996 (a
rise of 20% from 1995), restored confidence and growth by 1996. The rescue plan
raised fears of moral hazard, but was justified by Mexico’s "good track record" and
desire to avoid risk of systematic repercussions: "Mexico’s crisis could raise doubts
[unwarranted by fundamentals] about the viability of policies in other countries as
well", according to Mr Camdessus. This paper aims to discover if the Tequila effect
was a form of rational or irrational contagion, and hopefully can shed some light as to
whether Mr Camdessus’s fears outlined above were warranted.

Section 3: The Tequila Effect

In this section we investigate why some emerging markets were hit by financial crises
in the wake of the Peso devaluation while others were not. We analyse the
discriminating factors and test their rationality. We conclude that the Tequila Effect
was transmitted by a rational demonstration effect based on shared macroeconomic
fundamentals. Although the demonstration effect was largely rational in its
discrimination between "weak" and "strong" countries, it did, however, contain an
element of irrationality; nervous investors often withdrew their funds in the
expectation that other investors would do likewise. "Therefore, the possibility of
panic, which has existed before December 1994, became the fact of a panic after



5 of 11

December 1994".

Argentina

Between December 1994 and March 1995, Argentina suffered badly from the Tequila
Effect. Bank liquidity tightened, interest rates surged and 15% of deposits were
withdrawn from the banking system. International reserves decreased substantially,
while the stock market fell by 35%. The authorities reacted by obtaining international
aid and establishing lender of last resort facilities, which eventually led to a
restoration of confidence and an economic recovery.

Reform

Like Mexico, Argentina had been implementing pro-market reforms prior to the crisis.
In March 1991, Argentina adopted the Convertibility Plan, under which it made
considerable progress in stabilisation and structural reform. The peso was pegged to
the dollar by a currency board, indexation was eliminated and domestic credit was
limited by the Central Bank. Structural reform was undertaken by the deregulation,
privatisation and liberalisation of the economy. Argentina enjoyed a strong
macroeconomic performance from 1991 to 1994. Real growth averaged 7.7%,
inflation was massively reduced, the fiscal situation was stable and the current
account deficit remained below 4%. Table 1 shows this:

Table 1: Selected Economic Indicators for 
Argentina 1991-95

 
1991 1992 1993 1994* 1995**

Real Growth 8.9 8.7 6.0 7.1 2.0\3.0

Consumer Prices 84.0 17.5 7.4 3.9 3.6

External Current 
Account Balance

-0.2 -2.8 -2.9 -3.7 -2.0

Overall Balance of
Non-financial
Public Sector

-0.8 0.7 2.1 0.1 1.5

Gross Official
Reserves

8.6 8.6 9.7 9.3 9.1

Source: IMF - * Preliminary * *Program Former two: % change
Latter three: % GDP

Superficially, it seems that the situation in Argentina did not warrant a crisis. Its
strong macroeconomic performance before the Mexican devaluation was underpinned
by extensive reforms to which the government appeared committed. The fact that
Argentina has made a good recovery from the crisis also suggests that the crisis was
unwarranted. What then was the problem?

On Closer Examination
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Argentina and Mexico are not important trading partners, so the trade channel is
inapplicable here. Equally, the exercise of ‘good practice’ is difficult to gauge. The
demonstration effect, however, seems to be pertinent. We claim that after the
Mexican crisis investors scrutinised Argentina and on closer examination discovered
cause for concern.

The Demonstration Effect

Argentina’s current account, despite being below 4% GDP over 1991-94, had (like
Mexico’s) been widening and had actually increased by 0.8% GDP in 1994. In
addition, the fiscal situation had deteriorated due to expenditure overruns and a
reduction in employer social security. Indeed, the need to maintain a healthy fiscal
surplus was emphasised in the IMF rescue plan.

In addition, though Argentina’s reform was impressive, the fact remained that it was
incomplete when the Tequila Effect struck. Thus, even if the Argentinean government
was genuinely committed to reform, there was still the possibility that it might renege
on its reforms. Indeed, the enhancement of labour market flexibility was pinpointed
by the IMF as being crucial to improving Argentina’s international competitiveness
after the Tequila Crisis. The crucial point is that investors’ information may have
given them reason to worry about Argentina.

Furthermore, as in Mexico, there were tensions in the Argentine banking system.
Latin America has a long history of banking crises and Argentina had problems in the
early eighties. Though it had since begun reform, the rapidity of its economic growth
and the magnitude of capital inflows meant that there were many opportunities to
make soft loans. The bank reform undertaken after the crisis implied that some banks
were too small while others were still state-owned, thus bank reform had not kept
pace with the liberalisation of capital flows. The fact that Argentina signed up for the
Special Data Dissemination Standard could be evidence that there was inadequate
transparency before the Tequila Crisis.

This ‘closer examination’ suggests that investors were rational in their concern about
Argentina. Therefore, their withdrawal of funds from Argentina and the Tequila Effect
was rational.

The Philippines

The Philippines was the Asian country most deeply affected by the Tequila Effect. The
duration of speculative pressure on the peso was longer and the drop in stock prices
greater – by April 1995, the stock indexed measured in dollars stood 16.7% its
previous November level - than for any other country in Asia. Was the capital flight by
small investors of US$1 billion in the first quarter and the US$500 million outflow of
residents’ portfolio investment justified on rational grounds?

Channels of Transmission

Similarity in macroeconomic fundamentals appears to be the most important rational
factor in the Philippines’ intoxication with the "Tequila Effect". Although Eichengreen
et al found that trade links rather than macroeconomic similarities are the dominant
channel for contagion this explanation is not adequate in the case of Mexico and the
Philippines. Neither the level of trade between the two countries nor the degree of
export competition between them is large enough. The ‘good practice’ argument,
while plausible, is difficult to gauge.

Macroeconomic Climate

The Philippines had long been regarded as an economic pariah. Throughout the 1980s
GNP increased by only 1.5% per annum, a pittance when compared to the
double-digit growth rates of the neighbouring Southeast Asian tigers.
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 Table 2: Selected 
Economic Indicators 

(1990-94)
Philippines Mexico

Real Exchange rate %
Change

Average (90-94)/(86-89)

-6.7% -28.55

Current Account Average (
% GDP)

-5.9% -3.5%

Rate of Growth (%GDP) 2.5% 3.0%

Inflation 11.7% 16.95%

Fiscal Deficit -2.3% -1.16%

Source: Sachs et al (May 1996).

In the early 1990s financial restructuring and reform began in earnest. These
measures together with the Philippines’ geographic location in Southeast Asia
provoked a positive response from international capital markets. In 1993 the
Philippines’ stock market was the Far East’s best performer with gains for the full
year reaching 134%. As was the case for Mexico, however, the stock market gains
were only marginally related to the performance of the domestic economy (see Table
2).

"Growth," said Mahathir Mohammad, the Malaysian Prime Minister, "is a wonderful
buffer. Like a river in flood, it obscures the rocks below".

Mahathir may have been right about the camouflaging effect of Malaysian economic
growth (8.7% as a percentage of GDP for 1989-94) but really the Philippines growth
rate was more of a trickle than a river. Between 1989 and 1994 the economy grew an
average of 2.5% per annum, just enough to keep per capita income steady given the
equivalent yearly population growth rate of 2.5%. Indeed, in 1991 the Philippines
experienced negative growth of 0.5%.

If high growth rates were not responsible for the large investment flows then what
was? Perhaps investors were interested in the potential, as opposed to the actual,
performance of the economy. This is rather unlikely given the short-term nature of
most incoming investments. In addition, private and public provisions for future
economic growth were not particularly worthy. The Philippines has a low rate of
saving; meaning that most of the deficit on the current account (average of 4% for the
period 1989-94) was financed using foreign capital. A large current account deficit
financed from overseas is not necessarily pernicious provided borrowed funds are
used for profitable ventures. Unfortunately, a large amount of public revenue was
spent on public sector wages and the servicing of domestic and foreign debt, with
little left over for capital spending.

The most likely explanation for the large capital flows into the Philippines is irrational
positive contagion. The demonstration effect unleashed by the Mexican crisis thus
provoked a rational outflow of funds.

Chile

In the series of financial crises in Latin America in 1982, Chile was one of the worst
affected: output fell by 14% and unemployment rose to 20%. Yet in 1995, Chile was
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largely unaffected by the Tequila Effect. Economic growth in 1995 was robust (real
growth was 8.2%), and the nominal exchange rate actually appreciated by 10% in the
first quarter of 1995, reflecting investors’ sense of safety in the Chilean peso. Why did
Chile fare so much better in 1995, especially when compared to Mexico and
Argentina?

Different macroeconomic policies are cited as the main cause: Chile was one of the
leading Latin American reformers after the 1982 crisis. The Chilean peso was floated
within a sizeable band, of which the central rate was pegged to a basket of the yen,
deutschmark and dollar. The central bank was made independent, with the aim of
promoting export growth as well as reducing inflation. Consistent with the policy of
export promotion, a series of devaluations in the 1980s helped maintain
competitiveness (the peso fell 30% in real terms over 1982-1986).

Fiscal policy was tight, averaging a surplus of 1.7% of GDP in 1989-1994. This, in
conjunction with radical reform of the pension system helped to raise domestic
savings, which rose to 25% of GDP in 1995 (compared to Argentina’s 15%). This
enabled substantial investment to be financed by domestic money, and helped quash
fears of ‘over-reliance’ on inflows. Some capital controls were imposed to keep the
real exchange rate stable: foreign investors were obliged to keep their cash in the
country for at least a year, and restrictions on foreign bond issues launched by
Chilean companies were imposed. The result was large inflows of foreign investment
of a long-term nature, thus dramatically reducing reliance on jittery short-term
portfolio investment.

Chile maintained investor confidence in 1995 by pursuing economic policies
consistent with a correctly valued real exchange rate, while the capital curfews
arguably helped to avoid short-term investor panic from materialising into massive
outflows. Chile’s weak trade links with Mexico discounts this channel for rational
contagion. The lack of macroeconomic similarities, as discussed above, discounts the
other main rational channel. This suggests that the Tequila Effect was rational in
avoiding Chile, adding more weight to our findings that the contagion was largely
rational.

Colombia

Like Chile, Columbia was a Latin American nation little affected by Tequila. The
Colombian stock market rose in January and February 1995 and then remained flat
for the remainder of the first semester. Reserve levels actually rose in the first
quarter.

Columbia has a strong and prudent tradition of macroeconomic management dating
back to 1990. Liberalisation of trade, fiscal policy and foreign investment yielded
increases in private investment inflows, albeit without the sharp fluctuations
characteristic of other Latin American capital markets.

When the Tequila Effect kicked in, Columbia had little reason to be affected. The
country did not have strong trading links to Mexico, and unlike the latter, its
reputation with capital markets was unblemished. With the exception of high inflation
(23.8% in 1994), Columbia’s macroeconomic fundamentals were glowing. Moderate
exchange rate appreciation, steady economic growth (4.1% of GDP for the period
1989-94), a sound banking system and oil reserves (discovered in 1993) all served to
reassure anxious investors. With the reasons for investment still apparent there was
no rational reason to reverse the flow.

Thailand

In early 1995, the Thai baht was attacked, despite Thailand’s strong reserve position
and high economic growth rate. The speculative attack was not sustained as the
authorities intervened to ensure that the fixed exchange rate was maintained with
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reserve losses being restricted to only $374 million. However we now know there
were serious deficiencies in the Thai economy, particularly in the banking sector. One
could conclude that the probing of investors was rational and that the pressure should
have been sustained. An alternative conclusion is that a successful speculative attack
was not the efficient outcome at the time, but was efficient in 1997. Thus the lack of
contagion in 1995 may well have been rational.

Conclusion

The Managing Director of the IMF, Michael Camdessus, feared that the crisis in
Mexico would provoke irrational contagion. Our analysis illustrates his fears were
unfounded. The markets discriminated rationally across emerging markets. Countries
with plentiful foreign exchange reserves and solid fundamentals did not suffer long
downturns in capital inflows. In contrast, countries with weak fundamentals and low
reserves endured prolonged capital withdrawals. The timing and magnitude of the
capital outflows does suggest an element of self-fulfilling pessimism. Although their
sense of panic may have been irrational, their targets were not, as none of the
countries infected were innocent bystanders. All those affected by negative outflows
of capital had previously enjoyed capital inflows over and above what their
fundamentals warranted. Irrational positive contagion was countered with rational
negative contagion.

According to Michael Bordo, an economic historian at Rutgers University, in every
financial crisis he had ever studied, going back over centuries, when investors
withdrew their capital they had had good domestic economy reasons for doing so.
Although the Tequila Effect is just one example of a contagious financial crisis, its
operation illustrates the rationality inherent in these outbreaks of contagion. Like any
efficient market, the capital market will adjust to ensure equilibrium; if the capital
flows to a particular country are excessive, the market will reduce or reverse the flow.
Drinking Tequila on an empty stomach leads to dire results, so ingesting large
amounts of capital without adequately preparing the economic groundwork is ill
advised. As John Seldon so eloquently put it, "’tis not the drinking that is to be
blamed, but the excess".
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‘Jolly Green Giant’? Greening Tax
Systems For Sustainable Development

Michael Jennings - Senior Sophister

The concept of sustainable development has become increasingly important to
economics in recent years. Michael Jennings examines the role of ecological tax
reform in resolving the conflict between continuing economic growth and
environmental protection. In the long term he sees the costs associated with
introducing such a tax as well worth while.

"Woo ah, mercy mercy me. Ah, things ain’t what they used to be, no, no. Where did all
the blue skies go? Poison is the wind that blows, from the north and south and east."

Marvin Gaye

"...mountain high and river deep - stop it going on, - we gotta wake this world up from
its sleep, - ah, people, stop it going on..."

Jason Kay

"It follows that the aggregate amount of economic satisfaction which people in fact
enjoy is much less than it would be if their telescopic faculty were not perverted."

Arthur Cecil Pigou

In a world of fully rational consumers and producers, perfect information and
complete, general equilibrium markets, any tax system deemed necessary in an
economy could attempt to be ‘neutral’, claiming revenue necessary to provide goods
and services in an efficient, non-distortionary manner. The market alone would
support the spirit of the first two of the quotes above. Unfortunately, as the latter of
the three states, this may not be a reasonable assumption. ‘Green tax reform’ may
therefore have a part to play in correcting the imperfections of the use of the
environment, in consumption and production. This essay presents some more
theoretical components of a discussion that exemplifies one of the central tenets of
economics: to allocate scarce resources between competing uses.

‘Setting the scene’ – the problem of Sustainable Development

Understanding the concept of long term Sustainable Development is of central
importance to the justification of ecological taxation. The argument in favour of some
intergenerational redistribution of natural resources, as well as for preserving intact
ecosystems, solidifies the case for taxing production and consumption in a non-neutral
manner beyond myopic cost-benefit analysis. The following definition highlights the
ambiguity of the term:

"Sustainable development … is defined here as a process whereby future
generations receive as much capital per capita as, or more than, the current
generation has available [....]. This includes natural capital, physical (or
produced) capital, and social (including human) capital".

One of the most important problems in the above is whether the composition of
capital that is passed on to future generations is of any importance. It is not generally
agreed whether perfect substitution between different types of capital is possible if
the goal of Sustainable Development is intergenerational welfare maximisation.
Notably, the depletion of natural capital in favour of produced capital is questioned in
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the ‘ecological economics’ approach. The most extreme form of this approach takes a
strongly pessimistic, steady-state view of technological processes and economic
growth. It advocates a decrease in the ‘throughput’ of primary resources in industry
to reduce depletion and waste. Figure 1 below attempts to depict some of the logic of
this view in a simple manner. On the horizontal axis, it depicts an undefined, although
not infinite, amount of time. On the vertical axis, a measure termed simply ‘NR’ is
used, which denotes the pressure that human, or anthropogenic, processes and
emissions place on the environment. Its components are the use of non-renewable
resources plus use of renewable resources above their renewal rate, plus the amount
of pollution above the assimilation possibilities of the ecosystem. Therefore, moderate
use of NR will be important for the retention of a functioning ecosystem.

Figure 1.

The three curves A, B, and SD then depict three separate consumption possibilities
for NR, beginning from the origin, which shall be the current generation. SD denotes
some level of consumption of NR that is close to optimal for ecological economists. A
level of NR = 0 is hardly feasible, as some resource use is necessary even in a ‘steady
state’ with current technology. Consumption would only need to be zero if the time
span were indeed infinite, as we would then have to divide a finite amount of
non-renewable natural resources by infinity, and any cumulative amount of
non-assimilated pollution would eventually reach the critical level for ecosystem
collapse.

In the extreme pessimistic view of the ecological economics ‘paradigm’, actual
consumption of NR could be considered to follow the path of Curve A. Consumption of
non-renewable and/or non-renewed resources, and pollution above assimilation levels,
rise with economic growth, until the apex of the curve where NR can no longer be
sustained. The most important aspect of this curve is that NR does not then simply
drop to some low level, but actually drops to zero. Due to excessive consumption of
natural resources as well as pollution above critical levels over a long time period,
ecosystems collapse and natural resources are fully depleted. Although there will be
negative external effects before Curve A goes to zero, the greatest problems will be
experienced by those who have no more natural resources, and face collapsed
ecosystems.

The solution above is to induce society to follow the consumption/production path
dictated by Curve B. This involves an immediate slowing of over-consumption of
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natural resources, primarily through command and control regulation of production
and consumption, plus possible market-based instruments as described below, as well
as hypothecation. It does not necessarily mean that economic growth must stop, as
long as it can take place separate from the use of natural capital. The use of natural
capital should then eventually approximate the SD line. Figure 2 shows the opposite
case, where the composition of capital is of little importance:

Figure 2. ‘Weak’ Sustainable Development

As long as natural capital is soundly invested in the growth of other capital, the
depletion of natural resources is not considered a problem. This is ‘weak’
sustainability as opposed to the ‘strong’ sustainability of the ecological economics
approach. No explicit reference is made to pollution here, although it must be
considered to be a negative factor to retaining welfare. However, as this
‘environmental economics’ approach does not explicitly value the ecosystem as such,
but only what it provides to the consumers of that ecosystem. It is not intrinsic in
itself, but a ‘secondary’ value based upon the consumer valuations that the
environmental economics approach relies upon. Consumers of the environment reveal
a willingness to pay for the security of future resource use for themselves and for
future generations. This means that natural capital and ecosystems are considered,
but as Turner et al point out, this may lead to an underestimation of the value of
natural capital:

"Ecological economists, on the other hand, are less confident that private
valuations arrived at in present market conditions can be expected to take
account of all external costs ".

Most thought regarding the environmental aspects of economic policy moves between
these two opposing viewpoints. The ‘ecological’ standpoint informs us of the necessity
for some basic level of sustainable natural resources, as well as emphasising the value
of pollution thresholds. The environmental paradigm on the other hand allows us to
modify the extreme reduction of natural resource use within finite time spans, and to
use consumer valuation in a cost-benefit framework to assess the short term effects of
ecological/environmental tax reform.

Within these borders, or paradigms, there are many possibilities for division. Three
important stances that may inform policy are:
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The ‘economistic’ view is closest to the simple environmental paradigm, utilising 
the science of economics and ecological principles to decide on action. Without 
concrete proof, action is only called for when the likelihood is high that the 
precautionary principle must be enforced. 
The developmental view concentrates on bridging the North-South divide, 
whereby the developing world must be equipped to address environmental 
problems through aid from industrial nations. 
The radical view adopts the ecological economics focus on the ‘planet’ as such
and on the people within it as part of an ‘eco-justice’ system in which all actors
must be treated with equal care. The precautionary principle informs policy.

The discussion of concrete ecological tax reform should be informed by the scientific
reasoning of the economistic approach as far as is possible, and therefore look to the
environmental paradigm. However, with the current level of pollution and high
burden on ecosystems, the precautionary principle of the radical view may also
inform policy decisions. Building on a solid scientific foundation will be important for
future decisions in ecotaxation, which will become ever more complex.

What is ‘Ecotaxation’?

Definition

Eco(logical) tax, environmental tax and green tax amongst others are names given to
the instrument characterised here. We shall ascertain only one definition and
description which shall apply more or less equally to any of the terms used in the
literature. The Commission of the European Union provides a useful initial definition:

"Environmental taxes are taxes with an environmental goal, i.e. taxes aimed at
integrating external costs which derive from consumption of the good,
"environment", into the private costs of the economic agents. Environmental
taxes can be levied directly on certain harmful emissions or on products if the
use of or production of these products is environmentally harmful (e.g. because
they lead to emissions or because in their production non-renewable resources
are used)" .

In another publication, it is further stated:

"Apart from the function of raising revenue, they also serve as an incentive for
behavioural changes. They are thus often envisaged as an efficient economic
instrument for environmental protection" .

This definition may seem clear. However, we may question what exactly is meant
when such measures as mineral oil taxation are not included. In 1995, Ireland gained
six per cent of total tax revenue from excise duties on motor fuels alone. Eurostat
however calculates figures for environmental taxes in Ireland of 4.0% of total
taxation. Furthermore, taxation of petrol also cannot fall under taxes on energy, as
these only make up 5.2% of total taxation. This simply shows that assigning various
taxes a ‘status’ is not easy. In the above case, it is possible that Eurostat only include
the differential in taxation between leaded and unleaded fuel. However, by the above
definition of the tax base of environmental taxes it would be just as valid to include all
motor fuel taxation, as consumption of all fuels creates some external effects by
polluting.

Taxes vs. Charges?

After considering an initial definition such as the one above, an additional difficulty is
the placement of environmental charges. Although these are often loosely named with
environmental taxes, they are separate in their design and function:

Environmental taxes are compulsory, unrequited payments, usually collected by 
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the central government. The benefits to each taxpayer or the collective are not 
necessarily equal or in proportion to the payment made. 
Environmental charges are compulsory requited payments, such as sewerage or 
water charges. They are quite often collected by local authorities, who then 
provide a service in direct proportion (although the service is usually subsidised 
by central government) Many services, are still free of charge in many countries, 
such as water and sewage services in Ireland. 

Some environmental charges may fulfil the goals of and motivations for ecotaxation.
However, they will only do this if they discourage consumption of the good in question
and reflect the true cost of the consumption or production process.

Design

As was shown above, if the level of pollution and resource use is found to cause
environmental degradation above a critical threshold, thereby endangering
Sustainable Development, then it should be reduced. The classical model for the
reduction of external effects through taxation, in this case environmental damage,
was introduced by Arthur Pigou. His original idea may be depicted graphically in a
number of ways, one of which is explained below:

Figure 3. Taxing for external effects

Figure 3 depicts the original output decision of a firm, Q0. This point is chosen as the
Marginal Net Personal Benefit (MNPB) goes to zero at that level of output, and the
firm maximises profit (MC=P) However, each unit of output also produces an external
effect, in our case pollution or excessive use of natural resources as described above.
This is the Marginal External Cost (MEC), which increases with output, but is not
included in the production decision of the firm. Therefore, a tax at level t* will change
the cost structure of the firm, thereby reducing the amount of output where marginal
net private benefit remains positive. The new output decision of the firm is Q*, where
the benefits of production to the firm equal the costs to society.

The obvious problem with the Pigouvian tax is how to value the externality, in this
case pollution, in monetary terms. It is impossible to determine the exact marginal
external costs of a unit of pollution/output, and therefore impossible to set the exact
tax rate that will lead to output reduction towards the social optimum. Another
problem that should be noted here is that a unit of output or emissions does not
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always cause the same damage, depending on the location of the production site, and
its assimilatory capabilities. This creates the difficulty of having to tax according to
more than one parameter, and necessitates complicated measuring technologies and
schemes.

Despite the problems mentioned briefly above (and there are many more), the
discussion of Sustainable Development informs us that some level of pollution
abatement is necessary. The above suggests an ideal level, although the MEC curve is
not explicitly intergenerational. If we adapted it to fit our discussion of SD across
generations, then the MEC curve may shift upwards considerably, reducing the ideal
amount of production/consumption with a given level of technology. Therefore, an
increase in taxation would be necessary to keep intergenerational social costs and
present private benefits equated. Obviously, this further reduces present private
utility unless adequate means of compensation can be found.

Whatever reduction of pollution or waste is considered necessary, it remains the fact
that taxation is the most efficient way to achieve it when different producers or
consumers face different abatement costs. Figure 4 shows this clearly:

Figure 4. Cost-effective pollution abatement

If the government considers a pollution level per firm of PG to be optimal, a regulation
stipulating that both firms in the market, ‘1’ and ‘2’, should only be allowed to pollute
up to this level, would not be efficient. As the two firms face different marginal
abatement costs, MAC1 and MAC2, the most efficient outcome for a given level of
pollution can be reached by firm 2 reducing its pollution to P2, and firm 1 increasing
to P1. The amount of pollution remains at 2PG = P1 + P2, but at lower cost. Regulation
to this effect would punish firm 2 for efficient abatement processes, and subsidies
would not leave incentives in place to abate pollution at minimum cost, while at the
same time sustaining marginal firms in the industry. Taxation on the other hand
punishes Firm 1 for its higher MAC, and also best fulfils the Polluter Pays Principle,
which seeks to make each instigator of negative environmental externalities pay for
the same. In the above case of two polluting firms a system of tradeable permits to
pollute will fulfil exactly the same goals, as Firm 2 can abate at lower cost, and will
sell permits to Firm 1 priced just below their abatement costs, which is beneficial to
both firms. However, other bases of ecotaxation will be unlikely to have markets for
such permits. For instance, the transaction costs of a market for tradeable permits in
automobile pollution would be very large in relation to the ‘denomination’ of these
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permits, and therefore not viable. Besides this, enforcement of pollution permits for
automobiles would be far too costly.

The ideal solution given our information constraints would then be to set some level
of pollution that is compatible with Sustainable Development, and then use taxes (and
possibly other market-based instruments also) to reach this level.

What price pollution?

Attempts at costing environmental damage usually involve contingent valuation of the
environment and/or monetarising environmental and human capital loss at ‘market
prices’. Contingent valuation can be defined as:

"...a method of valuing the benefits of preserving or improving some asset (such
as an environmental asset) on the basis of surveys in which people are asked
how much they are prepared to pay to preserve, protect or restore the asset in
question" .

However, besides the usual problems of preference revelation in such questioning,
there is the important case for the ‘incommensurability’ of environmental assets and
the environment in general. Respondents may attach some special status to
environmental issues, and they are then not easy to reduce to a value expressed in
ordinary goods. One component of environmental degradation may be relatively easily
valued, namely such things as the effect on crops or landscapes in general, from
changes in climate, health risks through particulate matter and many more. The other
component is the intrinsic moral and aesthetic value, as well as most importantly the
intergenerational value of an intact environment in light of the Sustainable
Development discussion. Relying solely on the first component may mean an
underestimation of the optimal level of abatement. However, constructing a ‘lower
bound’ through traditional valuation is a positive development, and shall be
considered below for two examples. A final caveat here is that the responses to
environmental questions are likely to be very emotive, leading to large preference
revelation problems.

Climate change

Cost-benefit analysis of climate change is the best example of how difficult valuation
actually is. The scenarios brought forward range from a certain nonchalance,
welcoming increased plant growth and warmer weather in colder climate areas, to
disaster scenarios of mass species extinction, flooding, tropical storms and
uncomfortable temperature rises in middle latitudes. It is considered likely that over
two billion people live in countries that may be subject to high decreases in potential
yield due to climate changes. These countries often have low ‘food security’ and
endangered coastal regions.

Maddison uses an economic output model in which Greenhouse Gas accumulation and
therefore an amount of global warming occurs. If no abatement takes place then by
2100 global temperature will have risen to 3.6C above pre-industrial levels. The costs
of this ‘business as usual’ strategy are estimated at US$ 8.9 trillion (present value).
However, due to the fact that abatement policy is also very costly, pursuing an
‘optimal cost-benefit’ policy may not bring significant climate change reduction or
benefit.

The above results are indicative of a number of other such studies that have been
performed. As with others, the author warns of the limitations and uncertainties of
the model. Although most of these are considered to be statistical or informational,
the Sustainable Development discussion above may also inform us of other
shortcomings to look for. The main one is myopia. Although the short to medium term
benefits of reductions might be small, indeed negative if we follow a strategy that
reduces emissions by a very large amount, abatement may pay off in the long run.
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However, this is impossible to estimate from our present day vantage point.
Furthermore, even in the short run it is possible that many analyses may be regionally
biased, not paying enough attention to the regions that are at the greatest risk from
climate change.

Current Health Effects of Pollution

Studies of health effects seem to concentrate on the problems for humans, although
depositions of emissions and acid rain will of course effect all flora and fauna. There
are obviously indirect effects on health from global warming, which should be
captured in estimates such as those mentioned above. However, the danger to health
from pollution mainly arises through local substances that pollute water, air and soil,
such as carbon monoxide, nitrogen oxides, volatile organic compounds and
particulate matter. The two most important sources for pollutants are industrial
production and transport, the latter of which is a particular problem for air quality in
congested areas. Below is a list of potential effects of vehicle-generated pollutants:

Table 1: Vehicle-generated pollutants and their effects

Pollutant
Effects

Carbon dioxide Greenhouse gas

Sulphur monoxide Contributes to acid rain

Induces breathing problems

Carbon monoxide Toxic in confined spaces

Particulates Soils buildings

Heavy concentrations may be 
carcinogenic

Nitrogen oxides Contributes to acid rain

Can cause throat irritation

Contributes to ozone and 
photochemical smog formation

Volatile organic 
compounds

Exacerbates respiratory 
problems

Possible link to childhood 
leukemia

Contributes to ozone and 
photochemical smog formation

Actually monetarising health problems is a different matter entirely. Pearce and
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Crowards attempt to assess the number of deaths caused in urban areas of England
and Wales by particulate matter (PM

10
), and then monetarise these. With the two

most important variables being the definition of urban population, and the ‘dose
response function’ which measures the number of deaths attributable to a change in
PM

10 
concentration, estimates of between 3000 and nearly 10000 deaths through

particulate matter were calculated (mainly heart or lung disease). Based on a
willingness to pay estimate, they value a ‘statistical life’ at £1.5m, and therefore
estimate costs from mortality alone from anthropogenic PM

10
 particles at over £14bn

per annum. To this we can add morbidity effects of illness like the loss of working
hours and depletion of human capital, as well as health service costs.

There are many other problems on a local and global scale, for instance
anthropogenic pollution of drinking water, which causes waterborne diseases that
effect the macroeconomy, but these will not be further discussed here.

Time for action? Many questions…and few answers

It would seem that although it may be very difficult to place exact values on the costs
of environmental degradation, these will be considerable. However, the costs of
abatement of pollution are also quite considerable. It is indeed the case that a large
amount of public and private money may need to be spent without much tangible
immediate effect. However, in the long run the concept of Sustainable Development
informs us of the need for action. For all but the most urgent problems, market based
instruments may be considered to be the most efficient way to ensure that a reduction
of environmental degradation by human production and consumption is achieved.

A further point of interest for ecotaxation is the ‘double dividend’ debate. If
environmental taxes are used simply to influence behaviour rather than raise extra
revenue for active abatement, then the government may remain close to revenue
neutrality by compensating the economy – it can reduce distortionary taxes, such as
those on labour. Also, higher taxation of goods such as petrol may create
distributional problems, and this should be reflected in the use of extra revenue. The
double dividend is then that the tax system sends correct signals to those who misuse
the environment, and that distortionary effects in other areas are reduced.

Finally, it may be noted that no unilateral measures can succeed - as Scott Barrett
points out that up to a certain point any country that does not participate in
abatement will gain from free-riding, and ‘leakage’ to these countries may mean that
abatement will be less effective. Agreements such as the Montreal Protocol on
Substance that Deplete the Ozone Layer, or the UN Framework Convention on
Climate Change are positive steps, but the degree of enforcement is weak, as with
international agreements in any area.

Conclusion

Ecological tax reform can play an important part in correcting the current market
imbalances regarding sustainable growth in the global economy. It offers the unique
opportunity to collect revenue in a manner that may be considered morally
acceptable, and away from distortionary and unpopular taxes such as on income. At
the same time, any changes in production and consumption decisions that lessen
pressure on the environment promise real medium to long term gains. Potential short
term costs, as well as the actual design and multilateral implementation of such
instruments present a plethora of difficulties, but rewards are just as plentiful.
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Universal Service And The 
Telecommunications Industry

Richard Doyle - Senior Sophister

With liberalisation of the telecommunications industry has come a host of complex
issues regarding efficiency and competition. Richard Doyle focuses on the question of
universal service and suggests that it need not suffer in the wake of liberalisation.

Introduction

In countries all around the world, telecommunications markets are being liberalised.
Economists view liberalisation as a good thing. It enhances efficiency, thereby
lowering costs, which in turn reduces prices. New services are developed and the
quality of service is improved. Society experiences a general rise in welfare due to
liberalisation. In the overall context of telecommunications liberalisation, there is no
obvious reason to expect anything different. However, within one specific area of
telecommunications, universal service, the effects of liberalisation are not so clear.

The aim of this paper is to investigate how liberalisation affects the achievement of
universal service. First of all is a discussion of the background to universal service.
The concept is examined and then the economics underlying universal service,
showing how it constitutes a market failure, are examined. The pre-liberalisation
situation, that of monopoly provision of universal service, is also analysed. This serves
as a benchmark for a comparison to various broad regulatory scenarios in a
liberalised environment. These are no regulation, regulatory oversight and
prescriptive regulation. Reference is made to countries that have liberalised and the
findings of the section are then discussed. Finally, the paper is summarised and
concluded.

The scope of the paper is narrower than would be wished. Therefore, the analysis is
simplified and employs implicit assumptions. This is entirely due to a desire to cover
the necessary background and thereby offer a complete analysis. It should also be
noted that the aim of the paper is not to offer any definitive recommendation; rather,
its purpose is to discuss the issue in an informed manner.

The Background to Universal Service

What is Universal Service?

Universal service is the concept that every individual, in a given country, is entitled to
some basic level of telecommunication service at an affordable price. Though there
are more precise and technical definitions, the advantage of this one is its simplicity
and clarity. Universal service is a dynamic concept. Its meaning is changing over
time, though the definition remains the same. For example, what is considered to be a
'basic level of telecommunication service' today may be voice telephony, whereas in
ten years it may include Internet service. Similarly, given the general rise in income,
the meaning of an 'affordable price' may also change in the future.

Economics of Universal Service

The economic rationale for universal service obligations is that without them, the
market would not provide telecommunications services efficiently. This is due to the
existence of positive externalities; without universal service obligations, the socially
optimal amount of telecommunications services would not be provided. There are two
types of externalities in telecommunications. Call externalities occur because
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subscribers receiving incoming telephone calls benefit therefrom (because it adds to
their utility), yet pay no cost. Network externalities result from the benefits that new
network subscribers confer upon existing network subscribers, without the existing
subscribers paying any cost. The existing subscribers benefit because they are now
able to call, and receive calls from, one more subscriber. As subscribers' valuation of
their utility from network access includes the full value of call externalities, we can
concentrate upon network externalities. Network externalities can be illustrated as in
the following diagram.

Diagram 1

Diagram 1 shows two demand curves in price \ household penetration space. One
demand curve reflects private benefits only (D

P
), while the other represents both

private and social benefits (D
s
). They differ because of the existence of network (or

access) externalities. At price P
1
, the actual household penetration rate is H

1
, though

the social optimum is H
2
. In conflict with the earlier definition, all individuals are not

connected at an affordable price. This means that there is inefficiency, represented by
area ABCD, due to the presence of network externalities. This inefficiency occurs
because subscribers (both existing and potential) do not take account of the social
benefits that accrue from a marginal subscriber joining the network and therefore
'social' demand diverges from 'private' demand.

Universal Service in a Non-Liberalised Environment

In a non-liberalised environment, telecommunications services are provided by a
monopoly and the telecommunications sector is regulated. Universal service is
achieved in this situation. That is, the socially optimal amount of telecommunication
service is provided and the household penetration rate approaches 100%. This occurs
because the monopolist and the regulatory authority reach an agreement on the
provision of universal service. This has been termed a 'social contract' in the context
of Europe. The idea is that in exchange for the privilege of being a monopolist, the
sole operator undertakes to provide universal service. This is done by internal
cross-subsidy: the losses that the monopolist incurs from the provision of universal
service are offset by the supernormal profits that it makes in other areas. Without
universal service obligations, not all households would be connected. In particular,
households in sparsely populated areas and low-usage ones would not be connected.
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This explains why monopoly and universal service are associated together and,
further, why people fear the impact of liberalisation on the achievement of universal
service.

Following Cave et al, the case of a country that has not liberalised can be broadly
represented by Diagram 1. Consider the imposition, by the monopoly regulator, of an
access price of P

2
, where P

2
 is less than the cost of supplying access, say P

1
. At P

2
,

the socially optimal household penetration rate, H
2
, is demanded. Assuming that the

monopolist is able to cover the consequent loss with its profits elsewhere, it agrees to
price at P

2 
and universal service is attained. Cave et al show that the net cost of doing

this is given by the area, ABC. It is therefore clear that universal service represents a
loss; if an operator is obliged to connect more households than H

1
, it loses money.

 Telecommunications Liberalisation and Universal Service

General Effects of Liberalisation

A number of regulatory scenarios could be implemented in a liberalised environment.
However, before discussing these it is instructive to briefly mention the general
effects of liberalisation. First, prices adjust to reflect costs. This is called tariff
rebalancing and usually entails the prices of trunk and international calls falling while
those of local calls and connection rise. Second, there is a strong incentive for
operators to ignore certain groups of customers. These are the aforementioned
uneconomic customers. Finally, new telecommunications services are introduced,
typically in urban areas. In addition, costs will generally fall, due to the greater
emphasis on efficiency.

Measurement of Universal Service

To allow comparison between the various regulatory scenarios, one requires a
measure of universal service. Unfortunately, there is no index of universal service
achievement, though there are some alternatives. The best of these measures is the
number of residential mainlines per 100 households. It corresponds most closely to
the household penetration rate in Diagram 2A. Regrettably, the data for this measure
are limited. The alternative is the number of mainlines per 100 inhabitants, known as
the penetration rate. Table I presents data on the penetration rates for a number of
countries. The first three countries in the table liberalised their telecommunications
markets over ten years ago, while the latter two have just liberalised.

In interpreting the table, some comments are apposite. First, what is most relevant is
the performance after liberalisation; that is, how the penetration rate changes after
liberalisation. Second, what is the significance of the upward trend in the figures? Is
it due to liberalisation itself or do all the regulatory scenarios encourage universal
service, independent of liberalisation? Reference will be made to the data throughout
the rest of the essay.

Table I

Country
Mainlines per 100 Inhabitants 

(1985-1997)

 
1985 1990 1993 1994 1995 1997
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New 
Zealand

38.5 43.8 44.0 45.1 46.4 48.6

UK 37.0 44.2 47.0 48.6 50.2 54.0

USA 49.6 54.6 57.6 59.8 62.7 64.3

Ireland 19.9 28.1 32.8 34.7 36.7 41.2

Netherlands 40.2 46.4 49.9 50.9 51.8 56.4

Sources: OECD (1997a) and International Telecommunications 
Union (1998)

Regulatory Scenarios

No Regulation

The case of liberalisation with no regulation is the first scenario. Earlier, it was shown
that without intervention, universal service would not be achieved. However, this only
happens if the 'no regulation' scenario coincides with the beginning of
telecommunications provision. The much more realistic case is where
telecommunications has been provided by a monopoly for a number of years. There is
a crucial difference, because in the latter case, universal service will probably have
been achieved. The question then becomes: will universal service be maintained after
liberalisation?

In New Zealand, there is no industry specific regulatory framework. Furthermore,
when liberalisation occurred in 1989, it was immediate and full. There are universal
service obligations in the licence of the former incumbent, Telecom New Zealand, but
these are not onerous. Disputes are resolved through the courts. Since liberalisation,
the penetration rate has risen from 43.8 in 1990 to 48.6 in 1997. Though this is
indeed a rise, it does not compare favourably to other countries, both those that have
liberalised and those that have not. For example, the performance of Ireland over the
same seven years is superior. Similarly, New Zealand does not compare well with the
Netherlands. It will be shown that countries liberalising under different regulatory
scenarios also performed more favourably.

Regulatory Oversight

A step away from the 'no regulation' scenario is that of regulatory oversight. In this
scenario, the regulatory body gives broad guidelines as to the provision and funding
of universal service. There is regulation, but it is not prescriptive. The UK is a good
example of this regulatory environment.

Liberalisation in the UK occurred in 1984 with the establishment of the British
Telecom / Mercury duopoly. British Telecom, the former incumbent, is required to
provide voice telephony services to all those requesting it. The requirement does not
specify detailed requirements. An important feature of the UK case is that universal
service is partially funded by cross-subsidy from industry operators. In contrast to
New Zealand, the UK has performed well since liberalisation. Over the period
1985-1997 it outperformed all countries but Ireland in the absolute rise in its
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penetration rate, which increased from 37.0 to 54.0. Accordingly, its performance
compared to New Zealand's was superior.

Prescriptive Regulation

Prescriptive regulation is the most interventionist of the three regulatory scenarios.
As the term suggests, regulation is usually in detailed terms. The obligations of those
providing universal service are made explicit. Moreover, these guidelines are
monitored closely and enforced.

The USA corresponds to this type of telecommunications regulation. In 1982, AT&T
was split up and the process of liberalisation begun. Regulation occurs at both federal
and state level. Universal service goals in the USA are certainly explicit;
telecommunications service must be provided to primary and secondary schools,
libraries and rural and non-profit hospitals. In addition, funding by cross-subsidy is
fully unbundled. The system of subsidising particular groups of subscribers is
recognised as being complex.

Measured over the post-liberalisation period, 1985-1990, the performance of the USA
in achieving universal service goals is nearly as impressive as the UK. There has been
a large rise in the penetration rate from 49.6 to 64.3. As with the UK, the
performance of the US is superior to all (particularly New Zealand) but Ireland.

Discussion

Given the findings of above, two hypotheses may be proposed. Though these
hypotheses are distinct, the evidence the above can support each.

Liberalisation Positive; Regulatory Environment Unimportant

The first is that liberalisation, and the length of time since liberalisation, is what
matters. This could be so for two reasons. One is that liberalisation causes costs to fall
which in turn means that universal service ceases to represent a loss. This means that
monopoly provision must have been inefficient. Monopoly inefficiency would explain
why the penetration rates in the liberalised countries are not static. Furthermore, it
required the threat of liberalisation to ensure that universal service was being
achieved in the liberalising countries.

An alternative is that universal service is not a cost and never was. That is, it is a
myth that universal service is a cost; universal service is a victim of regulatory
capture. The positive effect of liberalisation is to expose the myth and demonstrate
that liberalisation is not 'bad' for universal service. If this is so, then it is a fallacy to
suggest that universal service and monopoly are inextricably linked.

Mueller advocates this view, that liberalisation is good for universal service, and gives
an example of universal service being achieved in a competitive environment. For
both the explanations above, the regulatory environment is irrelevant. The fact that
the penetration rates are increasing in all three liberalised countries can be construed
as evidence in favour of this argument.

Liberalisation Neutral; Regulation Environment Important

The second hypothesis is that universal service is a cost and the regulatory
environment does matter. The differences between the 'no regulation' scenario and
the two scenarios with regulation are significant; the presence of a regulatory body
does have an impact on the achievement of universal service. The superior
performance of the USA and the UK over New Zealand is evidence that regulation,
whether prescriptive or by oversight, is preferable to no regulation at all. This means
that there is no incentive for telecommunications operators to pursue universal
service if there is no regulatory framework. Therefore, if this hypothesis is accepted,
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then some form of regulation should accompany liberalisation.

Summary and Conclusion

This paper has examined the achievement of universal service in a liberalised
environment. The background to universal service in telecommunications was
examined. This entailed analysing the economics of universal service and its
monopoly provision in a non-liberalised environment.

Three main regulatory scenarios were discussed in the context of telecommunications
liberalisation and universal service. These were no regulation, regulatory oversight
and prescriptive regulation. Two hypotheses emerged from this discussion. The first
was that liberalisation itself has a positive effect on universal service and that the
regulatory environment was not important. This positive effect can be explained in
two ways. One is that universal service becomes profitable, while the other is that the
myth of universal service being a cost is exposed. The second was that the regulatory
environment does matter and that some regulation is preferable to no regulation.

Caution must be expressed for a number of reasons. The absence of a true indicator
of universal service is a major disadvantage. More generally, the scope of the paper is
limited. Nonetheless, if this paper contains a message, it is that liberalisation does not
appear to be detrimental for universal service. In fact, it may even be good. However,
the effects of the various regulatory scenarios are unclear. More detailed research is
required to reach a definitive conclusion on the matter.
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