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Sustainable Development and 
Environmental Economics

Myles Hubert Clarke

For ardent ecologists, only a minimalist development strategy is morally supportable,
while other analysts contend that the concept of sustainability contributes little new
to economic policy. Sustainable development has two two components: economic
growth and environmental protection. In this paper, Myles Clarke balances these
objectives and contends that a considerable degree of both is obtainable.

"Definitions of sustainable development abound. There is some truth in the criticism
that it has come to mean whatever suits the particular advocacy of the individual
concerned."

Introduction

Development can be interpreted as a set of goals or objectives which society aims to
achieve. Development is sustainable if it meets the needs of the present generation
without compromising the ability of future generations to meet their own needs. It
requires that each generation be endowed with sufficient resources to generate its
own wealth. However, this agenda has been distorted by a number of factors which
this essay will discuss. For instance, current measures of wealth neglect to take
account of the value of natural wealth, and hence mislead the policy maker. Despite
its inaccuracies, some attempt must be made to estimate the value society places on
the environment and incorporate it into economic policy. The endogenising of
environmental variables into economic models would reveal the interdependence
between the economy and the environment; the healthy maintenance of one being a
function of the other. This essay begins by setting the scene in which this discussion
has evolved in a macroeconomic context and goes on to illustrate some of the
solutions which microeconomic theory suggests.

Simple models have been conjected as possible explanations for the trade-off
relationship between economic growth and environmental damage. They ask whether
economic growth is compatable with preserving our environment. If not, is it possible
to adjust current production processes so as to advance capital wealth alongside a
balanced ecology?

Economic Growth vs. Environmental Damage

This model suggests that initially society is unaware of the damage its growth is
causing the environment, or at least underestimates the consequences. At some
stage, it becomes obvious that unless adjustments are made and contingency plans
derived, the damage to the environment may be irreparable. This cycle seems
plausible enough, but it is weak in many aspects. While it was derived to reflect US
awareness in the 1970s of the damage caused by its growth in the 1950's, it provides
little prognosis for developing countries. Although these countries now find
themselves in the early stages of revolutionary growth, it is incredulous to suggest
that they might be unaware of the consequences for the environment of such change.
Furthermore, it takes no account of the environment's assimilative power to absorb a
certain amount of growth debris and regenerate its diminishing resources. Nor does
this model reflect the time lag between the period in which environmental damage is
acknowledged, and the period in which institutional changes actually take impact to
stop the damage.
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Figure 1.

This second model possesses a stronger policy prescriptive power. It accepts
that at the moment, trade-off decisions are biased in favour of growth and
against the environment. Accepting this , it also provides a framework for
policy makers to shift this bias more in favour of the environment. In relation
to the first model, the extreme point on the Y-axis of the above diagram
corresponds to the point where policy changes begin to improve the
environment. This point would be preceded by a jump off and under the first
curve. We start by asking ourselves two questions. Firstly, could any given
level of GNP be achieved at a lower level of damage, in other words could the
curve be shifted inwards? Secondly, could subsequent growth be less
damaging so that the slope of the function begins to fall? Examples of how
this might be done are given in the micro section. This function will reach
some asymptotic limit representing a level of environmental damage
inevitably caused by economic growth. This serves as the policy maker's ideal,
and as an objective points policy in the right direction. Yet, we still find
ourselves in the early stages of the first model where growth and
environmental conservation are incompatible.

Policy makers' attitudes towards environmental damage may be reactive or 
anticipatory. It can be argued that each is optimal in different circumstances.
However, further research reveals that there are few if any situations in which
a reactive mode is optimal, and yet in practice environmental policy is rarely
anticipatory. For the sake of further analysis, the introduction of time
preference adds a dynamic quality to the argument and helps to determine
why this is so. This entails representing the interests of generations which as
yet do not exist. Nevertheless, Vilfredo Pareto provides another ideal for
policy makers to set their sights upon: the intertemporal allocation of natural
wealth will be optimal if no generation can be made better off without
another being made worse off.

In the case of scarce resources whose exhaustion is irrevocable, an
anticipatory policy should certainly be favoured. For instance, there is an
unstable critical level of equilibrium fish stock, below which it is unable to
sustain itself. In this instance a reactive policy will simply be too late. Indeed,
such a policy can justify current levels of consumption only if expected
improvements in technology are sufficient to offset future scarcity. In the
case of depletable resources like oil and gas, this belief would only be tenable
if substitutes which are currently uneconomical were expected to become
financially viable as scarcity raised price and innovation reduced costs. This
outlook can be reversed to favour an anticipatory policy if we consider that
the myopia of the current generation is negated by the their risk averseness,
causing them to discount heavily such technological possibilities.
Furthermore, an anticipatory environmental policy is more compatable with
sustainable development. Together they ensure successive generations are
endowed with as much natural wealth as the current generation inherited.

Anecdotal evidence such as the depletion of the ozone layer, dead Swedish
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lakes and diseased woodland in the Black Forest suggest that a reactive
attitude has been adopted. But even this reactive approach has been
ineffective. Authorities may be drawing up the correct legislation but it may
lack the credibility necessary to make firms adhere to its regulations, or
provide the incentives which should lead to research development in less
"dirty" technology. The more genuine and earnest the motivations for
creating the legislation are, the more credible it will be in the eyes of
managers, thus leading them to search for the best least cost abatement
technology available. It is more productive for a firm to utilise its resources
in this fashion, rather than wasting them on rent seeking activities like
circumventing legislation by finding loopholes in its stipulations.

If authorities invested more funds into research which identifies earlier how
the environment would react to current trends of growth, it could prepare
preemptive legislation which restricts the damage this growth might cause.
Furthermore, the sooner firms can be informed of the new conditions on
production, the less costly the necessary adjustments will be. An anticipatory
policy would lend more credibility to legislation as firms could endogenise the
imposed constraints into decisions about expanding operations in their own
market or entering a new market. Ex ante preparation is more efficient than
ex post alteration. It costs more for extant firms to adapt their processes to
new conditions than for new firms to accommodate the same conditions
before investing heavily into projects requiring long term commitment.
However, if enough firms have been allowed to extend their time horizons due
to effective anticipatory policy, then subsidising the alteration costs of the
residual firms will cause a negligible distortion to competition. The following
anecdote illustrates the significant distortions which "incredible"
environmental legislation may cause in the market place. If firms are
explicitly aware of a reactive environmental policy, they have the opportunity
to create unfair competitive advantages. Large firms in the U.S. do this by
investing in trying to predict how the environment will react in the future,
given current industrial practice, and hence the legislative steps that a
reactive policy would take. They then prepare for the inevitable changes
which the legislation will impose but which will be difficult for smaller firms
to predict. Even more resources are wasted by engaging in lobbying activities
which try to speed up the legislative process and increase the benefits a firm
derives from being prepared. If the market acknowledges the environmental
damage of production before the relevant authorities, or at least before the
authorities have time to prepare the necessary legislation, larger firms will
find it rewarding, to set an asymmetric information barrier between
themselves and their competitors. It is obviously worth policy makers' time
and effort to invest more resources in anticipating the legislation that will be
needed to handle future environmental damages sooner and accelerate the
legislative process.

Microeconomic conventions have been used to establish markets for
resources where they did not exist or where their existence was not evident.
Secondly, they identify the role of price as the medium through which
resources are allocated efficiently over time. I will proffer that in the case of
certain zero priced open access resources, a market will inevitably fail. Most
of the literature in this area finds provenance in the U.S. where a more
informed public were aware of the damage their consumption habits caused
the environment, primarily because those habits were so excessive. Moreover,
the size and ecological variation one finds in the U.S. required a single
federal body to monitor and regulate firms behaviour. The Environmental
Protection Agency (EPA) was established with this very task in mind. It is
noteworthy that while the EU has legislated its own directives, it lacks the
federal power to enforce them effectively. This point demands more attention
if there is the intent to create a more integrated and federal Europe.
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In the case of pollution, the challenge before micro analysis is to provide
incentives for firms to employ least cost structures which internalise
environmental considerations. Because pollution is a negative externality, the
costs of production to the firm are below the social cost, resulting in
overproduction. The two most popular methods of achieving this are taxation
and permit programmes. The EPA adopted the latter method. The criteria
which such an institution would use when choosing any method is defined
along the following lines. An important requirement it should fulfil is
economic efficiency. This subsumes three divisions of efficiency: it is
allocative efficient if the marginal social cost of production equals the
marginal social benefits, it is cost efficient if the marginal abatement costs to
each firm of meeting the given standard is the same, and it is technologically
efficient if firms are given the incentive to invest resources into the R&D of
cleaner, cheaper technology. These concepts will become clear when we
extend them to the example at hand. There are two further important criteria.
Firstly, low information requirements impose potential restrictive measures
which are crucial to hit the target level of pollution accurately. Secondly,
some sense of equity between consumer and producer is preserved, in other
words, that the burden of the cost of the firm in adhering to these restrictions
is not easily transferred to the consumer. Ultimately, it is the credibility,
adaptability and dependability of the chosen policy which determines its
success.

The U.S. adopted a command and control approach to its pollution problem
beginning with the 1970 Clean Air Act. The EPA primarily set emission
standards at a 'suitable' level of pollution, and distributed the corresponding
number of permits to firms, each permit allowing a certain amount of
pollution to be discharged. The permits were administered to firms with
respect to the amount of pollution they historically discharged (known as
"grandfathering") as long as they employed the best available control
technology (BACT), and kept emissions down to their lowest achievable rate
(LAER). The firms could bank, transfer, merge, or, depending on relative cost
structures and technological levels, trade permits with other firms. A market
had been created for pollution and by the Coase Theorem , identifying the
right to pollute as being initially with firms would ensure a significant degree
of efficiency. It was technologically efficient in that firms who reduced their
costs would be able to produce more without needing to purchase extra
permits or could maintain the same level of output and sell the excess
permits. It was equitable in that consumers could buy permits themselves,
reflecting their willingness to prevent pollution.

The permit programme was a success to the extent that it did result in an
overall reduction in industrial pollution. But some vital considerations were
overlooked. These must be highlighted if EU policy is to extrapolate any
relevant lessons from the U.S. experience. First of all, it was necessary in
1977 to introduce a non-compliance penalty to consolidate the Clean Air Act.
Up to this point there were no sanctions in place to enforce firms to fully
comply with the BACT and LAER conditions which permit ownership
stipulated. The penalty was estimated as the extra profits that a firm earned
which could be attributed to non-compliance. Secondly, the permit
programme violated the cost efficiency criteria discussed above. While the
EPA insisted that firms used the BACT, it completely ignored the costs
involved in switching technology. This 'at all cost' approach was crudely
inefficient and meant the same or greater improvements in pollution levels
could have been achieved at less cost. It furthermore distorted the equalising
of the marginal abatement costs to firms on which the restrictions were
imposed. It is debatable whether the Europeans have the free market attitude
to accept such a laissez-faire approach to what is considered an issue which is
beyond the realm of economic value. Taxation has been the preferred option.
But in a dynamic context, and if the above anomalies are rectified, then
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permits are the clear winners. The chosen tax levy is a function of the static
conditions in the period of its inception. Over time, as more firms enter the
industry, and as inflation erodes the real value of firms' tax burden, the total
amount of pollution created will exceed the associated emission standard.
The tax has to be adjusted continuously to accommodate the changing
conditions of which it is a function. Permits, on the other hand, automatically
absorb such vacillations through their pricing mechanism, thus reflecting the
forces at work in the market.

While the Coase Theorem was briefly mentioned above, the significance of
property rights and their correct identification if a market is to operate
efficiently can be revealed by the study of an open access common property
case, and explains why the free market offers no solution to such complex
problems. The smog problem in Dublin in the late 1980s caused by domestic
fires provides an apt example. All the characteristics of private consumption
break down. Firstly, no one person can claim direct ownership over the air, so
it is a non-universal good. Secondly, any improvement in air quality will
benefit a whole range of agents regardless of whether they switch to
smokeless fuel or not. This means air does not enjoy exclusivity. While the
pareto optimal situation is that everyone benefits by switching to smokeless
fuel, the threat of the free rider means that non-cooperative Nash
Equilibrium prevails. While this game theory framework is simplistic in its
assumptions, useful insight is given into what has become to be known as the
"tragedy of commons". In this case it seems to be the responsibility of
Government to take action on behalf of society, geared with the knowledge
that it is in at least the majority's best interest. Yet bituminous coal
consumption in the Dublin area was only banned (1990) when the public's
complaints became sufficiently vociferous for the government to take credible
action.

Conclusion

This essay has shown that it is possible for substantial economic growth to be
achieved in harmony with an almost untainted environment. In the long run, it is in
both the industrialists' and the conservationists' interests that these two variables be
maintained, after all, conservationists are consumers too, and entrepreneurs, as
society members and as directors of labour, benefit from a healthy environment.
However one must take account of the value the environment holds for society and
adopt an anticipatory approach to implement 'greener' policies. This anticipatory
approach, or any for that matter, will fail unless firms consider the consequences of
non-compliance seriously. To start with, we could at least rectify our national income
account anomalies which I mentioned at the outset. Under current practice, an
environmental catastrophe will be recorded as a gain in national income accounts
equal to the income earned by the factors used to clean up the aftermath. This kind of
valuation is highly subjective, but its inconsistencies do not justify its complete
abandonment. It at least provides a benchmark for achieving the goal of sustainable
development using well grounded microeconomic foundations.
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Human Capital: A Theoretical Outline

Andros Florides (Senior Sophister)

The debate over who for investment in human capital has come to the fore since the
Minister for Education's decision in January to abolish third-level fees. Is it fair that
the state should pay now to boost private individuals' earnings later? And exactly who
benefits from extra training anyway? Andros Florides looks at the wider picture.

The aim of this essay is to convey to the reader the importance of investment in
human capital. It shall be assumed that the major factor influencing the level of
human capital is the degree of investment in education and training. By referring to a
simple model of human capital, we can assess the costs and benefits of such
investment. Care must be taken to distinguish between the social rate of return and
the private rate of return. The discussion will also take into account the diminishing
marginal rate of return of investment in human capital and capital market
imperfections. The distinction between general and specific training and the
subsequent consequences to the workers and firm shall also be made. To conclude,
brief reference shall be made to other factors that may influence the level of human
capital.

Investment in Education

The skills and knowledge embodied in an individual can be defined as human capital.
All individuals attain a certain stock of human capital and this level is primarily
influenced by education and training. Investment in human capital increases
productivity. Adam Smith (1776)was the first to suggest that an educated worker 
could be likened to an expensive machine. The skills embodied in a person can be
"rented out" to employers. The higher the level of skills a person has the higher this
"rent" is likely to be. Thus, the expected returns on investment in human capital are a
higher level of earnings and greater job satisfaction over one's working lifetime.
Blaug, (1972) summarises the link between education and earnings by stating that
"the simplest explanation of the universal association between education and earnings
across sectors, industries and occupational categories around the world is that the
better educated are generally more flexible and more motivated, adapt themselves
more easily to changing circumstances, benefit more from work experience and
training, act with greater initiative in problem-solving situations, assume supervisory
responsibility more quickly and, in short, are more productive than the less educated,
even when their education has taught them no specific skills."

Investment in human capital may be analysed a by more "scientific" approach. By
comparing the costs and benefits of an educational investment we are able to arrive
at some conclusions as to the profitability of investing in education. Consider a simple
model of human capital. Assume that a high school graduate is trying to determine
whether to go to college. There are two general types of cost. Direct costs include,
tuition, fees, books and supplies; the indirect costs of attending college are the
foregone earnings of not entering the labour market after high school and the
physical costs of studying and being examined. The costs must be compared to the
economic benefits of investment in education, in other words, to the enlarged future
flow of earnings. It is important to note that future benefits are worth less to us than
the same benefits received today for two reasons. First, people prefer consumption
today to consumption tomorrow because uncertainties make future enjoyments
problematic. Second, interest can be earned by investing monetary benefits rather
than using them for consumption. It is therefore necessary that the net present value
(NPV), i.e. the discounted value of a financial sum arising at some future period, of
the present and future costs and benefits of a college education be determined as
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they accrue at different points in time. These costs and benefits can be represented
diagramatically (figure 1). We must compare the costs (Areas 1 and 2) and the
benefits (Area 3) in deciding if investment in education is profitable [1].

Figure 1.

The discounting formula for costs and benefits over a number of years can be
formulated as follows:

Vp = E0 + E1(1+i)-1 + E2(1+i)-2 + ... + En(1+i)-n

The "E"s represent a stream of net incremental earnings; "n" is the duration of the
earnings stream, i.e. expected working life; i is the interest rate. This tells us that the
more distant the future earnings the greater the discounting. As with any other
investment, educational investment should occur if Vp (the NPV) is greater than zero,
as the discounted benefits exceed the discounted costs. Another method used in
making the investment decision is to calculate the internal rate of return, r, and
compare it with the interest rate, i. The internal rate of return (IRR) is the discount
rate, r, at which the NPV is zero. Hence, the equation becomes

Vp = E0 + E1(1+r)-1 + E2(1+r)-2 + ... + En(1+r)-n = 0

The IRR, r, indicates the maximum rate of interest, i, that would allow investment to
break even. If r exceeds the market rate of interest i, then investment is profitable. It
is profitable to invest up to point at which i = r.

A number of generalisations and implications can now be made. First, the longer the
expected working life, the more likely it is that the NPV of an investment in human
capital will be positive, explaining why more young people than old people attend
college. It is also a factor that explains the wage differentials between men and
women, because female participation rates may be discontinuous on account of
leaving the labour force to marry and raise children. Second, the lower the cost of
investment in human capital, the larger the number of people who will find such an
investment to be profitable. Thus, the lower the direct and indirect costs of attending
college the higher the NPV of a college education, giving another reason why less
older people attend college; the indirect costs (opportunity costs) of attending college
are greater the older the individual. Third, the larger the college-high school earnings
differential, the larger the number of people who will invest in college education,
ceteris paribus. From the countless empirical studies which have estimated the
returns on investment in human capital, there appears to be a general consensus that
the rate of return (ROR) to an individual of a college education is between 5% and
15% above that of a non-college graduate.

The Social Rate of Return

Up to this point we have considered the rate of return to the individual; the private
rate of return (SROR). As with any investment appraisal, all costs and benefits should
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be included. We must take account of the effects of education on society as a whole;
the social rate of return, (SROR). So, "even if additional education did not raise the
lifetime earnings, education might still be an investment from the social point of
view."

There are certain biases in the estimated rates of return on education. This is because
factors such as subsidies which are not paid by the individual are included in the
SROR are not included in the PROR. Education benefits society in a number of ways.
More educated workers tend to have lower unemployment rates and receive higher
wages. Therefore society benefits by receiving more taxes (as more educated workers
tend to work more continuously on average and the tax take from these workers are
proportionally higher as they are taxed at higher marginal rates due to higher
salaries). More poorly educated workers may also find crime an attractive means of
supplementing their lower incomes. Society may benefit from investing in education
by paying less for social welfare programmes and crime prevention/law enforcement.
The children of more educated parents tend to receive better guidance and grow up
in a more desirable environment.

Blaug (1972) concludes that if the SROR exceeds the PROR then more investment in
human capital should take place and vice-versa. The SROR also provides us with the
rationale that education should be subsidised with public funds. McConnell and Brue
(1989)state that "the size of these public subsidies to education should be determined
on the basis of the magnitude of the associated social benefit."

Diminishing Returns on Investment

As for other investments the Law of Diminishing Marginal Returns (DMR) applies and
the marginal ROR on investments in human capital declines. This is because
individuals have a fixed amount of time available to them, and the more years spent in
education the less time spent in the workforce. This is analogous to the situation
faced by women who may leave the labour force early so as to marry and raise
children; there is a shorter period of future earnings. The Law of DMR may also
explain why the ROR of an educational investment in Less Developed Countries
(LDCs) exceeds that in Developed Countries (DCs) - the diminishing marginal ROR of
further investment in human capital in DCs yields less than the essentially "new"
investment in human capital in LDCs because further investment in DCs is typically
investment in post-graduate courses, whereas investment in human capital in LDCs is
often of the most basic form i.e. primary education. The diminishing RORs are also
marginally lower due to the increased direct and indirect costs. Direct costs increase
with further investment in education, as additional years of schooling typically cost
more. Indirect costs, in the form of foregone earnings, also increase with additional
education.

McConnell and Brue (1989) give three reasons why different people invest different
amounts in human capital. First, consider two individuals, A and B, with different
demand curves for human capital, DA and DB respectively, and a common supply
curve, S, indicating that both individuals have the same access and terms to money
capital for investment in education. DB is to the right of DA and this may be explained
by B having greater natural abilities than A, where individual B can transform a given
input of schooling into greater productivity, and hence greater earnings than A. Given
the perfectly elastic supply curve of financial capital, individual B will invest in eB
years of schooling. B's ROR on investment in education exceeds A's. The earnings
differentials between B and A is further widened.

Figure 2.



4 of 7

Second, assume A and B are identical in terms of ability. However, their demands for
human capital may not be the same due to discrimination. "A" may be black or female,
for example, and therefore likely to encounter discrimination which reduces A's
chance of transforming their human capital into incremental earnings. A's ROR on the
same amount of education as B may be less due to this discrimination. A's demand for
human capital is less than B's and this is why A invests less in education (eA) than B
(eB). Discrimination in labour markets leads to less investment in education and
further wage differentials.

Third, assume that A and B have identical abilities implying DA = DB. But now
consider the situation where B obtains more favourable terms on acquiring money
capital than A. B's superior credit rating may be explained if B is from a wealthier
family than A and therefore has more collateral than A. The effect of this is shown
below where SA and SB are A and B's respective supply curves for financial funds i.e.
B obtains money capital at a lower rate of interest than A. Going back to the first
equation, we find that the lower the rate of interest the greater the ROR. It is
therefore rational for B to invest in more years of education (eB) than A (eA).

Figure 3.

Capital Market Imperfections

In our above analysis it was assumed that capital markets were perfect. We now
consider the more realistic everyday situation facing students, that of imperfect
capital markets. Imperfections may favour investment in physical rather than human
capital because human capital is embodied in the individual and this means in the
case of default, the financial institution has no collectable collateral on a loan. A
physical asset, such as machinery, can be repossessed and sold to recover the loan,
whereas human capital cannot. This means that a higher rate on interest is charged
on loans intended for investment in human capital, so as to balance out the increased
risk to the lender. More young people tend to invest in human capital, but, due to
their lower credit ratings and lower set of collateral assets, fewer funds are made
available by financial institutions for their investment in human capital.

Capital market imperfections have important consequences. First, due to the
increased rates in lending to students (especially those who are young) financial
institutions may choose not to make funds available for education. Students from
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better off families may still be able to afford a college education, while students from
poorer families may not. The outcome of this is that the college/high school wage
differential will tend to increase; the poor get poorer and the rich get richer. A second
implication is that the government may attempt to offset capital market imperfections
by subsidising education or by providing human capital loans [2].

General Vs. Specific Training

Training, just like education, is associated with an increased future earnings stream
as it increases the worker's productivity. It is important to note the distinction
between general training and specific training [3] and their subsequent effects on 
future earnings streams. General training of a worker by a firm refers to the creation
of human capital which can be equally utilised by all firms in the industry. Specific
training of a worker by a firm refers to the creation of human capital that is of use to
that firm alone. The worker normally pays for general training since the skills
acquired may be "rented" out to other firms in the form of higher wages when the
person leaves the original firm. The firm will pay for specific training as these specific
skills benefit that firm alone and are therefore not transferable.

Figure 4.

General training is paid for by the worker during the training period, where the
worker typically receives a wage w<wu; wu is the wage of the untrained worker in
the same firm. Training helps explain the convex age/earnings profile. Earnings rise
quickly as the new skills are acquired, i.e. wt applies. Specific training is paid for by
the firm since all benefits accrue to that firm alone. As in the above diagram, during
training the worker receives a wage, wu, in excess of their Marginal Revenue
Productivity (MRP). The employer is paying the worker more than his worth and is
therefore losing out during the training period. However, once the skills have been
acquired worker productivity is increased and the employer now gains as wu<MRPt.
The employer may decide to pay an above competitive wage, w*t> wu, in order to
reduce worker turnover.

Empirical Evidence

We now turn our attention to the empirical evidence. The real IRR is estimated at
14% for white American males in completing high school. Allowing for the ability of
students reduces the average ROR on education so that the IRR is between 5% and
10%. Non-pecuniary benefits and costs of a job (job satisfaction, safety standards in
the workplace, non-wage benefits etc.) also bias the IRR and the magnitude of such
fluctuations are difficult to ascertain. Another factor complicating the measurement of
the IRR is the quality of education. The human capital model implicitly assumes that
each year of education is homogeneous. This is clearly not so. Layard's study of
British males found that students who attend "selective entry secondary school"
earned 11% more than those students who had not. A large differential exists
between college and high school male graduates, illustrating that investment in
education is profitable. The differentials are lesser between postgraduate and
graduate earnings, explained by the diminishing marginal ROR of increased
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investment. Earnings tend to level off and even decline due to the ageing process and
the slow-down in training. Mincer (1974) showed that earnings peak at 33.75 years of
work and then decline. It was briefly explained above that women and other
discriminated groups such as blacks, have a more pronounced convex age/earnings
profile than men caused by the greater discontinuity in their working careers.

The human capital model has been criticised by many economists on a number of
points. First, the model assumes that all expenditures on education are investments.
Blaug (1972) refutes this by saying that "a years schooling for someone, invariably 
shares both consumption and investment aspects."8 By ignoring these consumption
aspects, empirical research underestimates the ROR on educational investments.
Second, non-wage benefits are also omitted from the model. The fact that college
graduates obtain generally more pleasant and interesting jobs than high school
graduates is also omitted and again tends to underestimate the ROR on educational
investments. Third, "screening" has become a contentious issue in educational
economics. Proving what schooling actually does is very difficult indeed. It is not easy
to distinguish between higher wages caused by increased education, or by the fact
that by grading and labelling a student, it is easier and more efficient in finding jobs
that are suitable to their skills. This means that the ROR is overestimated because
higher earnings may be due to credentials rather than increased productivity. Fourth,
the model does not deal with the tendency that people with more innate ability
(higher IQs etc.) go to college more and that they tend to do better in labour markets.
Again, the ROR is overestimated. The most fundamental problem lies in the
assumption that human capital can be observed in measurable units. The standard
used for measuring human capital is the number of years of schooling. This statistic is
by no means conclusive due to the large variation in the quality of education.
Wealthier families can afford better education and this quality can not be readily
compared to the quality of education afforded by a poorer family. This along with the
fact that students from wealthier families tend to invest more in terms of years of
education , widens the gap between the average levels of human capital of the rich
and the poor. This further increases the earnings differentials between the rich and
the poor, distorting a nation's distribution of income.

Other Influences

Studies have found that factors, other than education and training, are found to
influence human capital and the levels of earnings. Consider religion, which may be
an important dimension of family background and environment. Religion may
influence the family values, morals, skills and goals of an individual which are
inherited or acquired in childhood. These endowments may be important in the
marketplace where honesty, diligence and reliability may affect the returns on human
capital and thus increase earnings. Religious beliefs may also be of hindrance in the
marketplace: the Amish rejection of modern technology excludes them from many
activities for example. Canadian empirical studies have shown that Jews receive
higher incomes than non-Jews. Jewish incomes for males are on average 16% higher
than for non-Jewish males. The marginal benefit of education seems to be higher for
Jews than for non-Jews. However, once account is taken of the fact that a large
proportion of the Jewish population (95%) is urbanised, the Jewish/non-Jewish
differential falls to 7.25%.

Cultural differences are also used to explain human capital and earnings differentials.
Different ethnic views and cultures can lead to systematic differences in utility
functions that lead to behavioural differences among women. For instance, black
wives have a higher labour force participation rate than white women due to greater
marital instability among blacks, extended black family households, black husbands'
lower wages and less stable employment. These are just illustrations to show the
diversity of factors influencing human capital and earnings differentials.

Conclusion
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There are distributional undertones of investment in human capital that must be
considered. In formulating policy on education it is crucial that these factors be taken
into account. For instance, the tendency for wealthier families to invest more in
education (generally speaking, education of higher quality) than poorer families,
increases the wage differentials and hence the distribution of income between low
and high income families. Subsidisation of education has been tried as a means of
stimulating the increased participation of students from poorer families in third level
education. The outcome of this policy was to in fact further stimulate the participation
of students from wealthier families.Blaug's (1972) suggestion of educational vouchers 
seems to have a more positive effect in solving this problem.

The reality of the situation is that all individuals are not the same and do not possess
the same skills and qualities. Individuals tend to be better at some activities than at
others and it is these innate qualities that should be exploited. These innate qualities,
such as cultural background, social class, religion and personal drive, are very hard to
measure empirically, but it is these qualities that make separate us as individuals.
Education, important as it is, is only one of a multitude of factors influencing the level
of human capital.

Notes

[1] Note how the earnings differential between streams A and B increases over time.

[2] Siebert and Blaug (1985) in their studies of subsidies in education find that it is
children from better-off families who tend to take up higher education subsidies. The
targeting efficiency of subsidies is inadequate. Blaug is in favour of educational
vouchers, whose value declines as parental income increases, as a means of
evening-out the distribution of education among the different social classes.

[3] It is important to realise that pure general and pure specific training are only of
theoretical use, as they are unrealistic in practice. Training of a mixed form is more
likely.
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IS THERE A "CORRECT" SHARE OF 
HEALTH CARE SPENDING IN GNP?

John Reynolds (Junior Sophister)

Spiraling health care costs are the sword of Damocles hanging over the head of many
Western policymakers. Cuts too deep may hurt the poor and the elderly. Cuts too
shallow may hurt future generations. John Reynolds asks in this essay whether or not
it is possible to strike a happy medium. "The only truths which are universal are those
gross enough to be thought so."

P.Valery

Introduction 

In an unregulated competitive health care market it would be relatively easy to
answer the question of what the correct share of health care spending of GNP should
be - "leave it to the market". Unfortunately, most health care markets are (justifiably)
heavily regulated. In such a system there is no automatic mechanism, such as the
market, to guide it to the appropriate level of spending. This essay will examine the
various techniques of economic analysis which have contributed significantly to
setting the budget for health care and will conclude by outlining why there is no
universal correct share of health care spending of GNP.

Determinants of health care spending 

A widespread belief that an understanding of the fundamental determinants of health
care spending may yield valuable insights into how such expenditure can be
controlled, has led to a considerable volume of literature on these determinants. One
of the most consistent conclusions in this literature is that the principle determinant
of what a country spends as a share of GNP is income. Newhouse (1977) examined
the relationship between medical care expenditure and income across 13 developed
countries, regressing per capita medical care expenditures on per capita GNP.
Consistent with an earlier study by Kleiman (1974) for a different set of countries,
Newhouse reached two major conclusions;

(1) Firstly that GNP accounts for most of the variance in medical care expenditures
across countries, and secondly that;

(2) the income elasticity of medical care expenditures across countries exceeds

one - by definition this implies that, at the margin, medical care is a luxury good.

Newhouse felt that in countries with high expenditure, the marginal unit of medical
care is more likely to produce improvements in so-called subjective components of
health, such as relief of anxiety and more accurate diagnoses, rather than
improvements in morbidity and mortality rates. Could it be the case that countries
spending more on medical care may well provide additional caring, but little
additional curing ?

Table 1: Expenditure on Health in Low-Income and High-Income Economies
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Source : Asian Development Bank et al. (1988)

Table 1 also supports the basic finding that national income largely determines the 
level of health care spending in an economy. In this table, low-income countries spend
a smaller proportion of total Government Expenditure on health care : the percentage
of public expenditure on health ranges from 1.0 to 5.1 per cent in low-income
countries and from 6.3 to 18.6 per cent in the high-income (industrial) economies. In
a break from the traditional line of thought, Ulf Gerdtham (1992) concluded that the
age structure of the population of a country may be of prime importance in
determining the level of health care expenditure. He discovered, in his research of
health care expenditure in Africa, that the demand for medical services fluctuates
with age - those under 15 years of age utilise medical services more than average. Yet
in accepting Gerdtham's proposition, it is also of fundamental importance to note a
number of problems associated with cross-national comparisons of health
expenditure, as outlined by Robert Leu(1986); Definitions of health etc. are
insufficiently standardised; exchange rate conversions always have a degree of
randomness, and; input prices may be positively correlated with the level of national
income.As a result, it is not surprising that, when based on international comparisons,
a judgment of the effective impact of health care is elusive. To conclude, none of the
cited studies of the determinants of spending on health care explicitly combine
resource use (or cost) with enhanced or maintained well-being. They give no
indication whatsoever of the 'right' level of spending. It is clear that in order to make
progress on what to spend on health care, there must be more precise data on the
productivity of health care interventions.

A Correct level of Spending? 

On the whole issue of changes in government expenditure on health services, Sean
Barrett, in his study of the "Social and Economic Aspects of the Health
Services"(1979), points to several disquieting signs that increases in expenditure on
the health services have been accompanied by a reduction rather than an
improvement in the health of the community. He refers to Keating's article (1976)
which reveals that the life expectancy of males of 30 years of age declined between
1960 and 1970 despite increases in government spending on the health service
during that period. Moreover, in Tokyo in 1973 the International Economic
Association concluded that healthcare is only one input into the process by which the
health of the individual is improved. Income, education, lifestyle, work environment,
work status, housing and health care all affect an individual's state of health. The
following are the results of a U.S. study which analysed the potential changes in
mortality rates which would be associated with a 10 percent increase in some
variables;

Table 2: Percentage change in Age-specific Mortality Rates resulting from a 
10 percent increase in several variables.
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Source : Culyer (1976)As can be seen from the above table, the increase in per capita
health care expenditure reduced the mortality rate by 0.65 percent, but a similar
increase in education expenditure reduced the mortality rate by an even larger
percentage of 2.2 percent, proving that an increase in healthcare expenditure is not
necessarily the most effective means of reducing mortality and therefore, increasing
the 'healthiness' of a community.Conclusion? In conclusion, little evidence can be
drawn from economic studies on what is the most appropriate share of healthcare
spending of GNP because there is no universal correct share. Health care is shaped
by too many determinants - income, age structure, the structure of the health
budgeting system (the more centralised the system is, the lower is the share of health
care spending (Culyer 1988)), and each of these determinants vary in importance in
different parts of the world.

To assume a universal share would be to deny all these international variations. For
example, if GNP is the most important determinant of health care spending in a
particular country, little can be done by way of direct health care policy in setting the
budget. Governments have to aim to increase GNP if they want to increase the budget
for health care. As I have already stated, GNP is the most important determinant of
health care spending in most countries, but what about the African countries where
the age structure of the population plays a key role in determining such spending. To
assume there is a correct level of health care spending in GNP with respect to the
GDP of a country would be to ignore these African countries. Therefore I believe there
is no such 'correct' share of health care spending in GNP - there are no such
"universal truths". I believe that it is up to the countries to decide for themselves what
is the most suitable level of health care spending by use of the appropriate techniques
of economic evaluation, namely cost benefit analysis, which should include an
investigation of the determinants of health in their country. The result will not be a
universal correct share but it will help the various countries to decide where
increases and decreases in resources are best applied.
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Rent Seeking and the Social Costs of 
Monopoly

Alan Dunne (Senior Sophister)

Attention to the social welfare loss under monopoly conditions was led by the
pioneering work of Harberger in 1954. Subsequent writers have considerably
expanded our understanding of the extent of the losses involved. Alan Dunne,
in this paper, reviews this material, the focus on the application of
rent-seeking theory to monopoly, its type, cost implications and solutions.

Economic theory suggests that monopoly results in a social loss because output is
restricted below its optimal level, meaning that marginal benefit and marginal cost
are not equated. Traditionally this social loss has measured in terms of the
deadweight loss (DWL) of monopoly. However, this measure of social loss assumes
that the monopoly is costlessly created and maintained. In fact, the opportunity to
earn monopoly rents results in resources being invested in unproductive activities in
their pursuit. In other words, rent seeking occurs. This essay examines the theory of
rent seeking as applied to monopoly. The types, cost implications and solutions to rent
seeking are discussed in turn. In conclusion, it will be evident that the costs of rent
seeking are largely determined by the precise nature of the rent seeking game.

The Social Cost of Monopoly

The theory of monopoly states that a monopolist earns supernormal profits by
restricting output and hence increasing prices above its perfectly competitive level.

Figure 1.

When price rises above this level, a transfer of income from consumers (who continue
to consume the good) to the monopolist (measured by area A in the diagram) occurs.
A further loss, known as the deadweight loss (shaded triangle), is incurred by people
who stop buying the product. This refers to the consumer surplus that would have
been generated by consumption of the good between Qm and Qpc, a quantity now
neither produced nor consumed. However, this analysis hinges on the assumption of
the monopoly being created and maintained costlessly. In fact, the deadweight loss
underestimates the social cost of monopoly as the existence of an opportunity to earn
monopoly profit (or rent) attracts resources into efforts to obtain and maintain
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monopolies. This activity is known as rent seeking. Furthermore, resources may be
expended wastefully by opponents to the creation of a monopoly; in other words, a
reaction such as "rent protection" may be provoked.

Tullock (1967) employs the analogy of theft to explain the problem of rent seeking.
The transfer of wealth from victim to thief involves no social loss; it is a direct
transfer and, summing over all individuals, society's wealth remains unchanged.
However, the opportunity for such transfers encourages the thief to invest his
resources (human capital and tools) in theft, that is he engages in rent seeking. The
potential victim, meanwhile, aware of the possibility of theft, will invest in locks, and
alarms to prevent the transfer of wealth, i.e., rent avoidance. The fact that both
parties have employed resources unproductively implies a social loss to society,
regardless of the outcome. From a societal point of view, it would be much more
beneficial if the threat of theft was absent and both parties invested in the production
of goods merely for society's consumption. The net result is the inefficient use of
resources by society, and therefore a location off the production possibilities frontier.

What types of costs?

Any cost incurred in the competition to obtain or maintain a monopoly is a cost of rent
seeking. Types and magnitudes of costs will vary depending on the type of monopoly.
Typically, monopolists will incur both strategic and administrative expenses. Strategic
expenses may include research and development expenditure (R&D) in an attempt to
obtain a patent, or the accumulation of capital as a barrier to entry.Tirole (1988)
points out that since a patent is a winner-take-all game, firms may have a tendency to
over-invest in research and development in order to obtain a patent and also invest in
"risky" technology which has a potentially high profit. Both activities lead to the
dissipation of monopoly rents.

Furthermore, a monopolist may invest in capital as a signal or precommitment to
potential entrants of his long-term interest in the industry. Such investment may be
necessary to make the threat to fight potential entrants credible. In theory, a firm
may dissipate all profits in this manner, particularly in the short run, to maintain its
position or to develop a reputation for fighting entrants.

Administrative expenses include the cost of lobbying, and also the substantial cost of
human capital invested in a bid for monopoly. As part of their lobbying effort, firms
may bribe or give favours to a government official (for example, one who allocates a
licence). One could argue that there is no social cost incurred here as the result is
simply a direct transfer. However, Krueger (1972) points out that individuals will have
to invest time, energy and resources in competing for the position of licence official in
the knowledge that success will be rewarded with bribes and favours, leading to a
dissipation of rent in unproductive activities by individuals vying for such a position.

How large are the costs of rent seeking?

Posner (1975) argues that when the total expenditure by firms to obtain the rent is
exactly equal to the rent, the expenditure has no socially valuable by-products, as the
total cost of monopoly will equal the deadweight loss plus the monopolist's rent. Total
rent dissipation occurs when competition for rents is perfectly competitive. Each firm
invests in rent seeking to the point where the last dollar spent equals the improved
probability of obtaining the rent, for example, in equilibrium ten firms with a 10%
chance of getting a rent of £10m will each invest £1m. In the circumstances, the
social cost of monopoly can be measured by measuring area A + DWL in diagram 1.

Early measures of the social cost of monopoly have been subject to much criticism.
Posner criticised Harberger's deadweight loss for neglecting such effects of rent
seeking. In particular, he criticised the rates of return used to calculate the monopoly
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price increase. He argued that while many monopolists enjoy supernormal rates of
return ex post, unless account is taken of expenditures by the firm in obtaining and
maintaining its monopoly position, the percentage of the monopolists revenue that is
attributable to monopoly pricing is underestimated. Hence monopoly profits, rates of
return and the associated deadweight loss are all underestimated.

Posner overcame these problems by obtaining from industry studies estimates of
demand at the relevant points along the demand curve. Using these estimates, Posner
calculated that the social cost of monopoly was as much as 30% of industry sales in
some industries. However, it must be recognised that the validity of these results
depends crucially on the validity of his initial assumptions.

Are rents totally dissipated on socially wasteful expenditure?

Posner's results may be questioned on a number of counts. There are many reasons to
suggest that the value of rent seeking expenditures will not equal the total value of
rents. Firstly, monopolies can be obtained through mere luck or chance rather than
foresight, as such a product may be invented and patented without excessive
expenditure in R&D. Secondly, the contenders may not compete from an equal
footing.

Some interests are better organised than others, ie. they may be in a stronger
position, have strong contacts, more information and so on, and may be expected to
have a higher probability of becoming a monopoly, In this case not all of the rent will
be dissipated because firms will realise that one firm has a particular advantage and
so they may not enter into the competition in pursuit of the rent. In general, assuming
a limited number of players, and knowledge as to the probaility of success the total
value of rent seeking expenditures will be equal or less than the total value of rents.
This is because it would be irrational for a firm with only a 50% probability of
obtaining a rent worth £10 million to invest more than £5 million in rent seeking
activities. However, with larger numbers of players and uncertainty regarding
probabilities of success, firms will not be able to make rational decisions based on
perfect information. In this case expenditures could be less than , equal to or exceed
the total value of rents. When one considers that many other firms may also engage in
rent avoidance then this argument is plausible. Indeed, Posner argues that due to rent
avoidance the social cost of monopoly may be high even for a monopolist earning only
a normal return. If this occurs, the observed monopoly profits is an industry will
underestimate the social costs. The cost of maintaining a monopoly may also be
difficult to measure, for example an inefficient state monopoly may exist which would
perform more efficiently if exposed to the rigours of the marketplace. However,
workers and trade unions will lobby to prevent deregulation and may threaten
industrial action. At the same time the government may be lobbied by private
interests who wish to enter the market. In such cases, the social cost of the rent
seeking is virtually impossible to measure.

Dissipation of rents is costly only to the extent that no socially valuable by-products
are produced. However, are rent seeking expenditures socially wasteful ? In the era of
a regulated monopoly position being allocated on the basis of lobbying influence, the
expenses are socially wasteful. However, if the allocation is achieved by an auction
the expenses are received by the government and are not wasted, (assuming the
government employs the resources productively). There will also be many
intermediate cases, perhaps R&D expenditure for a patent, advertising or capital
accumulation as a barrier to entry. Thus, the extent to which any socially valuable
by-products result from the process depends on the nature of the game involved.

Monopoly rents may be partially transferred to input suppliers. Assuming the input
supply does not increase in response to this transfer then it is not considered to be
socially wasteful. However, rent seeking activities by individuals trying to gain
employment in industries with monopoly rents would be described as socially
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wasteful.

Thus there are strong reasons to suggest that the assumption in Keynes' analysis does
not hold. However, the value of rents are as likely to overestimate as to underestimate
the value of rent seeking expenditures. Also, in many of the cases we analyse,
particularly the case where a licence is allocated on the basis of lobbying, there are
few socially valuable by-products. This implies that, while Posner's estimates of the
cost of monopoly may be crude and inaccurate, they do depict the general picture in
many industries in that the cost monopoly are evidently quite substantial.

Conclusion

Rent seeking greatly increases the social cost of monopoly. However, the true cost of
rent seeking is dependent on the particular "game" or determination of monopoly.
However, from some empirical evidence, it is apparent that in many industries the
social cost of monopoly is significant. In general, prevention of that social cost can
only be achieved by restricting entry into the activity for which a rent has been
created. However, Krueger (1972) points out that doing so would have serious
negative political implications, in that such a process would engender the scepticism
of the electorate if the government was deemed to be showing favouritism. Efforts at
reducing rent seeking costs should focus on altering the game so as to promote
efficiency, such as allocating a licence by auction rather than by traditional lobbying.
Therefore while the costs of rent seeking can in theory be significant, costs can be
reduced by focusing on reducing inefficiencies in individual cases.
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Monopoly and X-Efficiency 

Justin Morton, Senior Sophister

The concept of X-Efficiency rejects the technical efficiency notion of profit
maximising and cost minimising. Liebenstein (1966) argued that individual 
workers are free to choose their level and interpret their own jobs . The
equilibrium position for a firm price is when every individual maximises
utility. In this essay, Justin Morton relates the theory of X-Efficiency to the
monopolistic market structure.

INTRODUCTION

Adam Smith refers to monopoly as a "...great enemy to good management", and to 
competition as the medium for "...new divisions of labour, and new improvements of 
art, which never otherwise would have been thought of" Hayek claims that "It is only 
through the process of competition that the facts will be discovered." Cournot, after 
whom Cournot competition is named, finds that "the result of competition is to lower
the price." If increasing social welfare or well-being is an objective, then we should
have some notion of which market structure is the most desirable. With this we can
design competition policy and competition law so as to maximise the economic cake.
Hence in this essay, I will examine the market structure of monopoly and its
associated costs, concentrating on the theory of X-Efficiency.

Competition Theory 

Any study of monopoly would be vacuous without firstly outlining the underlying
(neo-classical) theory of competition. It starts by assuming perfect competition in the
goods market. This involves infinite buyers and infinite sellers, each with perfect
information regarding costs, profits and demand, freedom of entry and exit into/from
the marketplace, all selling an homogeneous good. The factor market is also perfectly
competitive, which means the marginal productivities of both capital and labour are
known, and all factor contracts are complete. In both spheres agents are profit and
utility maximisers subject to constraints (budget, leisure, ability cost and technology).
Given that these conditions are fulfilled in all markets consumer welfare is maximised
(or more technically the economy is in a pareto equilibrium). Economic resources are
allocated in the precise way consumers wish, wishes being reflected by the price
system. As well as allocative efficiency, perfect competition leads to productive
efficiency (minimum average cost production, in other words), since above minimum
average cost selling would mean zero sales.

If the market structure has only one seller, rather than an infinite amount, and a
barrier to entry (or exit) which guarantees only one market player, there is allocative
inefficiency. Due to extra market power, the monopolist restricts quantity, sells at a
higher price and earns supernormal profits. This allocative inefficiency is referred to
as the dead-weight loss triangle of non-competition. [1] However, early estimates of
the dead weight loss were small compared to intuitive estimates of the costs of
non-competition. One possible explanation is that monopolies waste resources by rent
seeking. A second explanation is what is termed X-inefficiency.

The Concept of X-Efficiency 

Leibenstein introduced this theory of inefficiency generated from non-competition.
Since it was not allocative and he was unable to characterise it as motivational or
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technical, he named it X-efficiency. As a concept it may be summarised as follows:
"for a variety of reasons people and organisations normally work neither as hard or as
effectively as they could. In situations where competitive pressure is light, many
people will trade the disutility of greater effort, or search for the utility of feeling less
pressure and of better interpersonal relations."[2]

Figure 1: Differing Costs of Monopoly and Perfect Competition

Essentially, since extra costs do not mean immediate bankruptcy for a monopolist,
they will be slack in cost control and in the amount of effort put in by management
and workers. This concept of X-efficiency leads to the existence of different cost
structures associated with different market structures, higher costs being associated
with non-competition. It seems intuitively quite attractive. However, Leibenstein's
related theory of X-(in)efficiency, by which he explains the higher cost phenomenon is
more controversial.

The Theory 

Leibenstein enters what is termed micro-micro theory; which is "the interactive, but 
somewhat constrained, economically bargained decision among 'atomistic' individuals
within the firm." [3] In examining the molecular make-up of the firm, which is treated
as a maximising "black-box" in neo-classical theory, he finds that the internal agents
are non-maximisers. Invoking the Yerkes-Dodson Law, at low pressure levels,
individuals will not put much effort into carefully calculating decisions, but as
pressure builds they move toward more maximising behaviour. He identifies an inert
area, probably due to the incomplete nature of labour contracts. Although payment is
specified, effort generally is not. Variation in effort is due to the discretion which
employees have in choosing effort levels and discretion which top management have
with regard to working conditions. Clearly a Prisoner's Dilemma type outcome could
exist with effort and wages both at a minimum. However Leibenstein rules this out
due to conventions, which ensure equilibrium within the inert area surrounding the
point c.

Figure 2: Leibenstien's Theory of X-Efficiency 
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As pressure mounts, the circle reduces in size and wages reflect effort more and more
accurately; with perfect information and honesty, the equilibrium is on the 45 line,
where wages reflect effort.

Criticisms Of The Theory

The theories of monopoly and X-efficiency are not without criticism. Some authors
argue that a monopoly may generate higher social welfare than perfect competition.
With the opportunity of profits, monopolists will innovate and invent since the extra
guaranteed rent will not be competed away. These supernormal profits can be
invested in new product development and new technological advances, which are not
necessary in the perfectly competitive world of horizontal demand curves. Perhaps,
safety and general working conditions may not be adhered to in the cut-throat
perfectly competitive world. This is not, however the predominant thinking.

Certain critics also question the existence of X-efficiency. Since all economic agents
are rational, any slack is a rational leisure-income trade-off. Higher costs, therefore,
are not a symptom of inefficiencies, but the effect of fully rational workers'
preferences for leisure. According to Stigler (1976) "increased output due to (say)
increased effort is not an increase in 'efficiency', but a change in output."[4]

Another criticism of X-efficiency theory comes in the empirical evidence of
motivational slack in competitive industries. Leibenstein himself refers to an example
of two petroleum plants in Egypt only half a mile apart. One transpired to have been
X-inefficient for years, after a management change increased output substantially
without changing inputs. Why did this persist for so long in a competitive
environment? It may be that the internal pressure is a greater influence than the
external pressure. Internal pressure has been described as "inner prodding, be it 
religious, moral, or cultural" which motivates the individual to cost minimise for his
employer.[5] Leibenstein (1966) refers to a domino type effect - if a top manager is X-
inefficient for whatever reason, this lack of motivation will in turn affect all those
below him. Hence it is possible to explain X-Inefficiency in the competitive market
place via focusing on internal pressure.

General existence is not the key criticism, however. The main issue is that X-efficiency
theory is not compatible with neo-classical microeconomic theory. Leibenstein's
rejection of the black box firm would be an interesting advancement in
non-competitive markets, if it were to agree theoretically with the general thinking.
However, Leibenstein's idea of non-maximisers conflicts with the whole basis of
economics as we know it. It is not logical or perhaps not possible to have an economic
system based on non-maximising individuals.
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Vickers (1993) provides us with a theory compatible with neo-classical economics
which manages to explain differing degrees of inefficiency which constitute
X-efficiency theory. He uses performance comparisons as incentives for efficiency, in
his principal-agent, for instance firm owner-firm manager model. Pay is related to
performance which is a function of effort, ability and luck. Whereas the distributions
of luck and ability are known, the amount of effort is not. Hence there is a trade-off
between the cost of slack and the cost of risk. Where there are other managers
available for comparison, yardstick competition can be invoked, where Payi = f(Perfi,
Perfj - Perfi). If performance related pay is impossble, but only pay related to
expected future performance is possible in the case of academics for example, Vickers
refers to the signal to noise ratio as the essential factor determining effort. "Effort
incentives are better the less noise in the luck element." [6] If pay in the future is
based on a performance ratio, it may be optimal for the manager to act inefficiently
now, so as to retain future earning potential at a suitable effort level. Hence Vickers
has isolated three effects; the insurance, the reputation and the ratchet effect. Each
of these effects is compatible with maximising behaviour of non-competitive markets,
and put together successfully explain differing degrees of efficiency with differing
degrees of competition.

The Empirical Evidence 

Theoretical issues aside, has there been any empirical studies suggesting the
existence of X-efficiency? Many simple cases have been cited, for example the case of
the Ford Motor Company with almost identical plants in England and Germany. The
German plant managed to produce 50% more cars with 22% less labour. According to
Leibenstein in the New Palgrave, "despite identical plant design, the differing effort
conventions help to explain the X-efficiency result in the UK plant."[7] Of course many
more complex econometric studies have been done. One of the usual econometric
problems, that of missing variables, is especially important in this case. Frantz (1990)
claims that there are many econometric studies which measure only external (market)
pressure, while offering explanations that include internal constraints. He refers to
"approximately 60 empirical studies consistent with the implications of the theory."[8]
Button and Weyman-Jones (1992) note that two of the three approaches to measuring 
X-efficiency are based on maximising behaviour. The third is a non-parametric
programming approach known as data-envelopment analysis (DEA). On studying a set
of DEA based studies, the two authors were able to draw conclusions suggesting that
bureaucratic or publicly administered industries were on average less efficient than
their competitive counterparts.

Conclusions 

In summary I have looked at the theories of monopoly and of X-efficiency. I raised
some of the critical issues regarding the existence of X-efficiency and some of the
theoretical objections to Leibenstein's explanations of the concept. Finally, I examined
some of the empirical work done in the area. The million dollar question is whether
there exists a gain other than Harberger's triangle in moving from monopoly to
competition. The theory of X-efficiency provides us with an intuitive concept within
the neo-classical world of maximisers predating Vickers and strengthened by positive
empirical evidence. This I believe to be sufficient to guide us in the area of
competition policy and law.

Notes 

[1] Harberger, 1954

[2] Leibenstein, 1966

[3] Leibenstein, 1966



5 of 5

[4] Stigler, 1976

[5] Leibenstein, 1966

[6] Vickers, 1993

[7] Leibenstein, 1987

[8] Frantz, 1990
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IS THERE A "CORRECT" SHARE OF 
HEALTH CARE SPENDING IN GNP?

John Reynolds (Junior Sophister)

Spiraling health care costs are the sword of Damocles hanging over the head of many
Western policymakers. Cuts too deep may hurt the poor and the elderly. Cuts too
shallow may hurt future generations. John Reynolds asks in this essay whether or not
it is possible to strike a happy medium. "The only truths which are universal are those
gross enough to be thought so."

P.Valery

Introduction 

In an unregulated competitive health care market it would be relatively easy to
answer the question of what the correct share of health care spending of GNP should
be - "leave it to the market". Unfortunately, most health care markets are (justifiably)
heavily regulated. In such a system there is no automatic mechanism, such as the
market, to guide it to the appropriate level of spending. This essay will examine the
various techniques of economic analysis which have contributed significantly to
setting the budget for health care and will conclude by outlining why there is no
universal correct share of health care spending of GNP.

Determinants of health care spending 

A widespread belief that an understanding of the fundamental determinants of health
care spending may yield valuable insights into how such expenditure can be
controlled, has led to a considerable volume of literature on these determinants. One
of the most consistent conclusions in this literature is that the principle determinant
of what a country spends as a share of GNP is income. Newhouse (1977) examined
the relationship between medical care expenditure and income across 13 developed
countries, regressing per capita medical care expenditures on per capita GNP.
Consistent with an earlier study by Kleiman (1974) for a different set of countries,
Newhouse reached two major conclusions;

(1) Firstly that GNP accounts for most of the variance in medical care expenditures
across countries, and secondly that;

(2) the income elasticity of medical care expenditures across countries exceeds

one - by definition this implies that, at the margin, medical care is a luxury good.

Newhouse felt that in countries with high expenditure, the marginal unit of medical
care is more likely to produce improvements in so-called subjective components of
health, such as relief of anxiety and more accurate diagnoses, rather than
improvements in morbidity and mortality rates. Could it be the case that countries
spending more on medical care may well provide additional caring, but little
additional curing ?

Table 1: Expenditure on Health in Low-Income and High-Income Economies
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Source : Asian Development Bank et al. (1988)

Table 1 also supports the basic finding that national income largely determines the 
level of health care spending in an economy. In this table, low-income countries spend
a smaller proportion of total Government Expenditure on health care : the percentage
of public expenditure on health ranges from 1.0 to 5.1 per cent in low-income
countries and from 6.3 to 18.6 per cent in the high-income (industrial) economies. In
a break from the traditional line of thought, Ulf Gerdtham (1992) concluded that the
age structure of the population of a country may be of prime importance in
determining the level of health care expenditure. He discovered, in his research of
health care expenditure in Africa, that the demand for medical services fluctuates
with age - those under 15 years of age utilise medical services more than average. Yet
in accepting Gerdtham's proposition, it is also of fundamental importance to note a
number of problems associated with cross-national comparisons of health
expenditure, as outlined by Robert Leu(1986); Definitions of health etc. are
insufficiently standardised; exchange rate conversions always have a degree of
randomness, and; input prices may be positively correlated with the level of national
income.As a result, it is not surprising that, when based on international comparisons,
a judgment of the effective impact of health care is elusive. To conclude, none of the
cited studies of the determinants of spending on health care explicitly combine
resource use (or cost) with enhanced or maintained well-being. They give no
indication whatsoever of the 'right' level of spending. It is clear that in order to make
progress on what to spend on health care, there must be more precise data on the
productivity of health care interventions.

A Correct level of Spending? 

On the whole issue of changes in government expenditure on health services, Sean
Barrett, in his study of the "Social and Economic Aspects of the Health
Services"(1979), points to several disquieting signs that increases in expenditure on
the health services have been accompanied by a reduction rather than an
improvement in the health of the community. He refers to Keating's article (1976)
which reveals that the life expectancy of males of 30 years of age declined between
1960 and 1970 despite increases in government spending on the health service
during that period. Moreover, in Tokyo in 1973 the International Economic
Association concluded that healthcare is only one input into the process by which the
health of the individual is improved. Income, education, lifestyle, work environment,
work status, housing and health care all affect an individual's state of health. The
following are the results of a U.S. study which analysed the potential changes in
mortality rates which would be associated with a 10 percent increase in some
variables;

Table 2: Percentage change in Age-specific Mortality Rates resulting from a 
10 percent increase in several variables.
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Source : Culyer (1976)As can be seen from the above table, the increase in per capita
health care expenditure reduced the mortality rate by 0.65 percent, but a similar
increase in education expenditure reduced the mortality rate by an even larger
percentage of 2.2 percent, proving that an increase in healthcare expenditure is not
necessarily the most effective means of reducing mortality and therefore, increasing
the 'healthiness' of a community.Conclusion? In conclusion, little evidence can be
drawn from economic studies on what is the most appropriate share of healthcare
spending of GNP because there is no universal correct share. Health care is shaped
by too many determinants - income, age structure, the structure of the health
budgeting system (the more centralised the system is, the lower is the share of health
care spending (Culyer 1988)), and each of these determinants vary in importance in
different parts of the world.

To assume a universal share would be to deny all these international variations. For
example, if GNP is the most important determinant of health care spending in a
particular country, little can be done by way of direct health care policy in setting the
budget. Governments have to aim to increase GNP if they want to increase the budget
for health care. As I have already stated, GNP is the most important determinant of
health care spending in most countries, but what about the African countries where
the age structure of the population plays a key role in determining such spending. To
assume there is a correct level of health care spending in GNP with respect to the
GDP of a country would be to ignore these African countries. Therefore I believe there
is no such 'correct' share of health care spending in GNP - there are no such
"universal truths". I believe that it is up to the countries to decide for themselves what
is the most suitable level of health care spending by use of the appropriate techniques
of economic evaluation, namely cost benefit analysis, which should include an
investigation of the determinants of health in their country. The result will not be a
universal correct share but it will help the various countries to decide where
increases and decreases in resources are best applied.
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