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“The Navy revealed the embryo of 

an electronic computer today that it 

expects will be able to walk, talk, 

see, write, reproduce itself, and be 

conscious of its existence.” 

— New York Times, July, 1958

https://blogs.umass.edu/comphon/2017/06/15/did-frank-rosenblatt-
invent-deep-learning-in-1962/

Frank Rosenblatt

The Mark I Perceptron



Machines will be capable, 
within twenty years, of 
doing any work that  a 
man can do. 
— Herbert Simon, 1965  

Within a generation...the problem 
of creating ‘artificial intelligence’ 
will be substantially solved.
— Marvin Minsky, 1967 

I confidently expect that 
within a matter of 10 or 15 
years, something will emerge 
from the laboratory which is 
not too far from the robot of 
science fiction fame.  
— Claude Shannon, 1961  



What is needed for “human-level” AI?



What is needed for “human-level” AI?

Or even AI that is reliable and trustworthy in 
narrower domains?  



Talk Outline

• Part 1: The Deep Learning Revolution

• Part 2: What Did My Machine Learn? 

• Part 3: The Barrier of Meaning



The Deep Learning Revolution 

https://ujjwalkarn.me/2016/08/11/intuitive-explanation-convnets/

All knowledge is learned from examples/experience, and is  
encoded as weights. 



Google Image Search



Google Photos

https://www.wired.com/2016/06/how-google-is-remaking-itself-as-a-
machine-learning-first-company/

“It’s actually understanding
what’s in the picture.”

— John Giannandrea, SVP, Google



ImageNet Object Recognition

“Human performance”
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Image Captioning

Vinyals, O., Toshev, A., Bengio, S., & Erhan, D. (2015, June). Show and tell: A neural image caption generator. In Computer Vision and Pattern 
Recognition (CVPR), 2015 IEEE Conference on (pp. 3156-3164).





Peyton Manning became the first quarterback ever to lead two 
different teams to multiple Super Bowls. He is also the oldest 
quarterback ever to play in a Super Bowl at age 39. The past 

record was held by [John Elway], who led the Broncos to 
victory in Super Bowl XXXIII at age 38 and is currently 
Denver’s Executive Vice President of Football Operations and 
General Manager. 

Question: “What is the name of the quarterback who was 38 
in Super Bowl XXXIII?”

Answer

Question-Answering
(Stanford Question-Answering Dataset)





“Microsoft creates AI that can read a document and answer 
questions about it as well as a person.”

— AI Blog, Microsoft

“It is our great honour to witness the milestone where machines 
surpass humans in reading comprehension.”

— Luo Si, Chief Scientist of Natural Language Processing, Alibaba



Deep Reinforcement Learning on
Atari Video Games



Mnih, V. et al. "Human-level control through deep reinforcement learning." Nature 518, no. 7540 (2015): 529.

Human Level

DeepMind’s
Deep Q-Learning



Go Playing

http://www.bgr.in/news/google-deepmind-alphago-vs-lee-sedol-
googles-ai-claims-victory-over-go-world-champion/

“I am in shock, I admit that…I didn’t 
think AlphaGo would play the game in 
such a perfect manner.”

— Lee Sedol  

“I hope all Go players can contemplate 
AlphaGo’s understanding of the game and 
style of thinking, all of which is deeply 
meaningful.”

— Ke Ji  (Go champion)



Go Playing

http://www.bgr.in/news/google-deepmind-alphago-vs-lee-sedol-
googles-ai-claims-victory-over-go-world-champion/

“I am in shock, I admit that…I didn’t 
think AlphaGo would play the game in 
such a perfect manner.”

— Lee Sedol  

“I hope all Go players can contemplate 
AlphaGo’s understanding of the game and 
style of thinking, all of which is deeply 
meaningful.”

— Ke Ji  (Go champion)

“The thing that separates out top 
Go players [is] their 
intuition...what we’ve done with 
AlphaGo is to introduce with 
neural networks this aspect of 
intuition, if you want to call it 
that.”  

— Demis Hassibis (co-founder, 
DeepMind)



https://blog.piekniewski.info/2018/05/28/ai-winter-is-well-on-its-way/



What Did My Machine Learn? 

“Animal” “No Animal”



Alcorn, Michael A., et al. "Strike (with) a Pose: Neural Networks Are Easily Fooled by 
Strange Poses of Familiar Objects." arXiv preprint arXiv:1811.11553 (2018).



“a group of people sitting at a bus stop”



ROD =  RGB-D Object Dataset (“de facto in 
the robotic vision community”) 

WOD = Web Object Dataset

ARID =Autonomous Robot Indoor Dataset

Loghmani et al., 2017,  “Recognizing Objects in the Wild:  Where Do We Stand?” 



ROD =  RGB-D Object Dataset (“de facto in 
the robotic vision community”) 

WOD = Web Object Dataset

ARID =Autonomous Robot Indoor Dataset

Loghmani et al., 2017,  “Recognizing Objects in the Wild:  Where Do We Stand?” 



Standard Breakout
Breakout with 
Paddle shifted up

Kansky, K. et al., 2017.  Schema networks: Zero-shot transfer with a generative causal model of intuitive physics. 
arXiv preprint arXiv:1706.04317.



From http://cs231n.stanford.edu/

Attacks on Image Classification Systems



“Accessorize to a Crime: 
Real and Stealthy Attacks on State-of-the-Art Face Recognition”

Sharif et al., 2016  

Attacks on Face Recognition Systems





Attacks on Medical Image Classification

Original image

Image with
adversarial 
distortion 

Finlayson, S. G., Kohane, I. S., & Beam, A. L. (2018). Adversarial Attacks Against Medical 
Deep Learning Systems. arXiv preprint arXiv:1804.05296.



Attacks on Autonomous Driving Systems

Evtimov et al., “Robust Physical-World Attacks on Deep Learning 
Models”, 2017

Target: “Speed Limit 80”



Attacks on Question-Answering Systems

Jia & Liang, “Adversarial Examples for Evaluating Reading Comprehension 
Systems”, 2017



The deep-learning revolution has some limitations

• Unreliability

• Lack of transparency, explainability

• Problems with generalization, abstraction, “transfer 
learning”

• Lack of “common sense”, background knowledge

• Vulnerability to adversarial attacks



“I wonder whether or when AI will 
ever crash the barrier of meaning.”

¾ Gian-Carlo Rota, 1985



https://allenai.org/alexandria/

https://www.seattletimes.com/business/technology/paul-allen-invests-125-million-to-teach-computers-common-sense/





















What would it take for a computer to understand this image?



Some core components of human understanding

• Intuitive physics, biology, 
psychology

• Mental models of cause and
effect

• Vast world-knowledge

• Abstraction and analogy



The concept of “walking a dog”



http://www.dogasaur.com/blog/wp-content/uploads/2011/04/dogwalker.jpg



http://www.dogasaur.com/blog/wp-content/uploads/2011/04/dogwalker.jpg



http://www.vet.k-state.edu/depts/development/lifelines/images/dog_jog_1435.jpg



http://3.bp.blogspot.com/_1YuoCTv4oKQ/S71jUDm7kOI/AAAAAAAAAak/jz4Pg7zzzQ8/s1600/23743577.JPG



http://lh3.ggpht.com/-ZZrYWeBFTjo/SFQH_0ijwaI/AAAAAAAABjA/8nwryW2BmEw/IMG_0356.JPG







http://cl.jroo.me/z3/Z/e/C/d/a.aaa-Thus-walking-dog.png



http://www.k9ring.com/blog/image.axd?picture=2010%2F3%2Fw
alking_dog_from_car.jpg



http://macwetblog.files.wordpress.com/2012/05/dog-walking.jpg



“Without concepts there can be no thought, and without 
analogies there can be no concepts.”

— D. Hofstadter & E. Sander, Surfaces and Essences (2013) 

“How to form and fluidly use concepts is the most 
important open problem in AI.”

— Melanie Mitchell, 2019



Summary

• State-of-the-art AI is extremely good at some specific 
tasks, but it can be unreliable and vulnerable to attacks, 
due to lack of human-like understanding of their domains. 

• The barrier of meaning is a huge challenge for AI.   
Crossing this barrier requires rich humanlike concepts. 

• Attaining such concepts may require “embodiment” and 
human-like developmental learning.  



Thank you for listening!


