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partures from the model due to local processes,
the thermal subsidence along the present-day
convective motion direction follows the expected
trend. Over the Pacific plate, the flow lines
strongly differ from the age trajectories (Fig. 2),
which is the key point to discriminate our anal-
ysis from previous models. Along the age trajec-
tories, the depth profiles represented in Fig. 2
[based on a continuous grid (23)] show that there
is an apparent flattening. But this flattening is
only due to the misleading direction along which
the subsidence is investigated. Contrary to pre-
vious models (2, 3), our model fits the general
trend of the bathymetry along the entire plate.
The subsidence rates found in this study vary
from 0.5 to 3.5 m/m1/2. Rescaling by the con-
stant Pacific plate velocity (9 cm year–1) gives
values ranging from 200 to 900 m/Ma1/2, com-
parable to the values found in previous studies
(15–19).

The general trend of the sea-floor depth along
flow lines, representative of the underlying man-
tle convection, validates our hypothesis that the
lithosphere should be viewed as the upper ther-
mal boundary layer of mantle convection, its true
definition (26). Because of the steady-state con-
ditions imposed during the last 47 to 50 My (24),
the Pacific lithosphere had time to readjust, by

conduction, to the thermal conditions imposed
at its base by the underlying convective mantle.
The structure of the lithosphere (and, hence, its
thermal subsidence) is therefore driven by the
underlying mantle flow. This simple alternative
perspective contrasts to the many more compli-
cated explanations that have previously been
proposed. In particular, we find that there is no
sea-floor flattening at old ages and, therefore, no
need to invoke any additional heat supply at the
base of the old lithosphere.
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Orchestration of Floral Initiation
by APETALA1
Kerstin Kaufmann,1,2* Frank Wellmer,3* Jose M. Muiño,4 Thilia Ferrier,5 Samuel E. Wuest,3
Vijaya Kumar,6 Antonio Serrano-Mislata,7 Francisco Madueño,7 Pawel Krajewski,8
Elliot M. Meyerowitz,6 Gerco C. Angenent,1,9 José Luis Riechmann5,6,10†

The MADS-domain transcription factor APETALA1 (AP1) is a key regulator of Arabidopsis
flower development. To understand the molecular mechanisms underlying AP1 function, we
identified its target genes during floral initiation using a combination of gene expression profiling
and genome-wide binding studies. Many of its targets encode transcriptional regulators, including
known floral repressors. The latter genes are down-regulated by AP1, suggesting that it initiates floral
development by abrogating the inhibitory effects of these genes. Although AP1 acts predominantly as a
transcriptional repressor during the earliest stages of flower development, at more advanced stages it
also activates regulatory genes required for floral organ formation, indicating a dynamic mode of action.
Our results further imply that AP1 orchestrates floral initiation by integrating growth, patterning, and
hormonal pathways.

Phase transitions in plants require the
reprogramming of meristematic identities
(1). Although several key regulators in-

volved in this process have been identified, their
molecular modes of action remain largely elusive.
The floral meristem identity gene APETALA1
(AP1) and its paralog CAULIFLOWER (CAL)
control the onset of Arabidopsis flower develop-
ment in a partially redundant manner (2). When
both genes are mutated, plants do not transition
to flowering but instead exhibit massive over-
proliferation of inflorescence meristems, leading
to a cauliflower-like appearance. AP1 expres-
sion is first observed throughout emerging floral

primordia and is later confined to the outer
whorls of floral buds, where AP1 is involved in
the specification of sepals and petals (3). Several
transcription factors have been identified that
bind directly to the AP1 promoter and control
the onset of its expression. These include the
floral meristem identity factor LEAFY (LFY)
(4), the basic leucine zipper (bZIP) protein FD
in concert with FLOWERING LOCUS T (FT)
(5, 6), as well as members of the SQUAMOSA
PROMOTER BINDING PROTEIN-LIKE (SPL)
family (7, 8).

Previous studies have provided first insights
into AP1 function during early flower develop-

ment. AP1 directly represses the flowering time
genes SHORT VEGETATIVE PHASE (SVP),
AGAMOUS-LIKE24 (AGL24), and SUPPRES-
SOR OF OVEREXPRESSION OF CO1 (SOC1)
in emerging floral primordia (9). Furthermore, it
represses, directly or indirectly, the shoot identity
gene TERMINAL FLOWER1 (TFL1) (10),
promotes the transcription of LFY as part of a
positive feedback loop (10), and controls the
expression of floral homeotic genes (11, 12).

To obtain a detailed understanding of AP1
function during floral initiation, we identified
genes that are controlled by it on a genome-
wide scale. We used a previously described line
expressing a fusion between AP1 and the
hormone-binding domain of a glucocorticoid
receptor (AP1-GR) in an ap1 cal double-mutant
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background (13). Activation of AP1-GR
through treatment with dexamethasone leads
to the simultaneous transformation of the
inflorescence-like meristems of ap1 cal plants
into floral primordia. We employed two micro-
array platforms (14) to identify genes that
transcriptionally respond within 12 hours after
AP1 activation (Fig. 1A) and identified 1366
genes that showed robust expression changes
(with a fold change of >1.8 and adjusted P value
of <0.05) (table S1). Because this set of genes
should comprise both direct and indirect targets,
we used the same AP1-GR system in chromatin
immunoprecipitation (ChIP) experiments with
AP1-specific antibodies followed by deep-
sequencing (ChIP-Seq) (Fig. 1A and fig. S1)
to determine AP1-binding sites on a genome-
wide scale. We identified 1942 genomic regions
that were significantly enriched in the dataset
[with a false discovery rate (FDR) of <0.001]
(table S2). In agreement with the observation
that these regions were bound by AP1, we
found that CArG boxes, the canonical binding
motif of MADS-domain transcription factors
(15), were highly enriched in these sequences
(fig. S2). Analysis of the spatial distribution of
AP1-binding sites further revealed that they are
preferentially located near the transcriptional
start site of genes (Fig. 1F). To define a set of

potential AP1 targets, we searched for genes that
contained one or more binding sites within 3 kb
upstream of the 5′ end and 1 kb downstream of
the 3′ end of the gene. Using these criteria, we
identified 2298 genes as putative AP1 targets
(table S2).

It has been demonstrated that in eukaryotes,
transcription factor–binding events do not always
coincide with changes in transcriptional activity
(16). A comparison of the microarray and ChIP-Seq
results revealed that approximately half (~44%)
of the genes in proximity to AP1-binding sites
showed expression changes after AP1 activation
(fig. S3). However, the transcriptional response
of many of these genes was small, and only 249
genes (which we refer to as high-confidence
targets) showed robust (>1.8-fold) differential
expression (tables S3 and S4). Quantitative
reverse transcription polymerase chain reaction
and independent ChIP experiments for selected
genes confirmed the microarray and ChIP-Seq
data (figs. S4 and S5), indicating that the limited
overlap between the ChIP-Seq and microarray-
selected gene sets was not a result of the methods
used.

In agreement with the conjecture that early-
response genes are more likely direct AP1
targets than late-response genes (which may
include many secondary targets), most of the

high-confidence targets were identified as dif-
ferentially expressed in the earliest time points
taken (Fig. 1E). Further evidence for a direct
regulation of these genes by AP1 was provided
by additional microarray analyses, for which we
activated AP1 in the presence of the translational
inhibitor cycloheximide (table S5). In these
experiments, we found that 44% of the high-
confidence targets responded transcriptionally in
absence of protein biosynthesis. These results
also illustrate the sufficiency of AP1 (in a floral
context) to regulate its targets, whereas a com-
parison of gene expression between ap1 mutant
and wild-type inflorescences provided examples
of its necessity for the regulation of high-
confidence target genes (table S6).

Although AP1 has only minor or no effects
on the expression of many of the genes near
which it binds, the preferential location of bind-
ing sites in close proximity to transcriptional
start sites (Fig. 1F and fig. S6) suggests that at
least a subset of these sites may mediate
transcriptional responses. Whereas weak tran-
scriptional responses might indicate a role of
AP1 in fine-tuning gene expression, some of the
genes that did not respond in our experiments
may do so when additional cofactors are
present. In agreement with this idea, a fraction
of those genes showed robust changes in
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Fig. 1. Overview of results from microarray (Agilent, Santa Clara, California)
and ChIP-Seq analyses. (A) Experimental setup. (B) Gene expression changes
after AP1 activation. Cluster analysis was performed by using log10 ratios for
1017 response genes identified by means of microarray analysis. The
fraction of high-confidence targets in each cluster is indicated on the right.
(C) Gene expression changes at different time points after AP1 activation.
The numbers of genes that were up- or down-regulated are shown. (D)
Contour plot showing the relationship between the rank of ChIP-Seq peaks
and the adjusted P values for differential expression (2-hour time point).
Horizontal and vertical white lines indicate FDR and P value thresholds,

respectively. (E) Fraction of response genes identified at different times after
AP1 activation. Colored lines indicate results for all response genes (orange),
high-confidence targets (black), and response genes excluding high-
confidence targets (green). (F) Spatial distribution and number of ChIP-Seq
peaks in proximity to transcribed regions of differentially expressed genes
(identified in the 2-hour time point). To account for different gene sizes, the
positions of binding sites within transcribed regions (shaded in green) were
calculated relative to their lengths. Colored lines represent results for all
differentially expressed genes and genes that were either down- or up-
regulated (as indicated).
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expression at more advanced stages of flower
development (fig. S7) when AP1-GR nuclear
accumulation still persisted (fig. S8). Further-
more, members of the family of MADS-domain
transcription factors share similar DNA-binding
specificities (15). Therefore, AP1 might be able
to bind to sites that become functional only
when they are occupied by other MADS-domain
proteins.

Among the high-confidence AP1 targets, we
found a strong enrichment of transcription
factor–coding genes (25% as compared with
~6% genome-wide) (17) (fig. S9 and table S7),
indicating that AP1 mediates floral initiation to a
large extent by controlling the expression of
other transcriptional regulators. Among these
genes, several are known to be involved in the

control of AP1 expression. An example is LFY,
which is directly up-regulated by AP1 (Fig. 2),
indicating that the positive feedback loop
between AP1 and LFY is mediated by direct
interactions. AP1 also represses the flowering
time gene FD, which is known to be involved in
the activation of AP1 in incipient floral primor-
dia, and its paralog FDP. This result is in agree-
ment with the observation that FD is repressed
at stage 2 of flower development (5) and thus
shortly after AP1 expression commences. In a
similar fashion, AP1 represses SPL9, which
encodes another direct activator of AP1 that is
down-regulated in stage 2 flowers (7), and its
paralog SPL15 (fig. S10).

We also found that several genes encoding
members of the AP2 family of transcription

factors, which had been shown previously to act
as floral repressors (18–20), were down-regulated
by AP1 (Fig. 2). These include TARGET OF
EAT1 (TOE1), TOE3 and SCHNARCHZAPFEN
(SNZ) but not the closely related TOE2 or
SCHLAFMÜTZE (SMZ) (fig. S4). It has been
suggested that the corresponding factors act
redundantly and may prevent flowering in part
by directly repressing AP1 (20). Thus, AP1
appears to counteract its own suppression by
down-regulating these genes. AP1 also down-
regulates TEMPRANILLO1 (TEM1) and TEM2
(Fig. 2), which code for related transcription
factors that contribute to the regulation of
flowering through the repression of FT expres-
sion in leaves (21). The finding that these genes
are directly repressed by AP1 suggests an
additional function for TEM1/TEM2 in the
inflorescence meristem. Lastly, we found that
AP1 represses the known AP1 antagonist TFL1
and binds to at least two sites in the 3′ region of
the gene (Fig. 2A). The results of genetic
analyses confirmed that the region 3′ to TFL1
is required for proper TFL1 activity (Fig. 3 and
table S8), although we currently do not know
whether the AP1-binding sites we identified in
it are essential. Taken together, these results
indicate that AP1 controls a complex gene
regulatory module that ensures and fine-tunes
its own expression and that suppresses floral-
repressor and shoot-identity genes in emerging
floral primordia (Fig. 2 and fig. S10). Further-
more, a global analysis of gene expression
changes after AP1 activation revealed that more
than 80% of AP1 targets were down-regulated
(Fig. 1, B and C, and table S1), indicating that
AP1 acts predominantly as a transcriptional
repressor during floral initiation.

Shortly after the onset of flower formation,
the flowering time genes AGL24 and SVP are
down-regulated by AP1 (9). Because AGL24
and SVP repress SEP3, their down-regulation
leads to the induction of SEP3 expression at
stage 2 of flower development (22). In addition,
AP1 binds to the SEP3 promoter, and SEP3
expression is rapidly up-regulated after AP1
activation (fig. S10). Thus, AP1 appears to
promote SEP3 expression through both direct
and indirect mechanisms.

It has been proposed that the induction of
SEP3 and the concomitant down-regulation of
AGL24 and SVP during early flower develop-
ment lead to the formation of AP1/SEP3
heterodimers (11, 22, 23), which are then in-
volved in the activation of floral homeotic genes
required for floral organ formation. To test this
idea, we compared the ChIP-Seq data for AP1
with those recently obtained for SEP3 in whole
inflorescences (24). This comparison revealed a
large overlap between both their putative target
genes (~64% of all genes bound by AP1 also
contain SEP3-binding sites) and location of their
binding sites (Fig. 4, A and B, and fig. S11),
strongly suggesting that they indeed preferen-
tially act together in transcriptional complexes.
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Fig. 2. Selected AP1 target genes. (A) ChIP-Seq results for selected targets (as indicated). In each
panel, the topmost trace represents AP1 ChIP-Seq data followed by those for SEP3 (24), which are shown
for comparison. Genes found in the genomic regions analyzed, as well as their exon-intron structure, are
indicated in the bottom half of each panel. Scale bars indicate sequence lengths [in base pairs (bp)], and
arrows indicate gene orientations. The scale of the y axis (peak height) is adjusted for individual traces for
visual clarity. (B) Transcriptional responses of the genes shown above after AP1 activation. The plot was
generated by using log2 ratios derived from Operon (Huntsville, Alabama) (TEM2) and Agilent (all other
genes) microarray experiments. Time points are 0 (white bars), 2, 4, 8 (gray scale), and 12 hours (black
bars). (C) Gene-regulatory network controlled by AP1 during floral initiation. Only selected targets are
shown. Arrows indicate gene activation, and blunted lines indicate repression. Blue dots underneath
gene symbols indicate direct regulation. The diagram was generated with BioTapestry (29).

www.sciencemag.org SCIENCE VOL 328 2 APRIL 2010 87

REPORTS

 o
n 

A
pr

il 
2,

 2
01

0 
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org


We further found that common targets of SEP3
and AP1 showed a strong enrichment for genes
that are activated during floral organ initiation
(Fig. 4C). Thus, AP1/SEP3 heterodimers appear
to function predominantly, but not exclusively

(11, 25), as transcriptional activators during
early flower development.

Floral primordia are initiated at the flanks of
the inflorescence meristem. The morphological
changes associated with flower primordium

formation suggested a possible role of AP1 in
regulating cell proliferation. In agreement with
this idea, we found that AP1 directly controls
the expression of genes with known functions in
the control of organ growth. Examples are genes
involved in the metabolism of and response to
the hormone gibberellin (GA), which affects
both cell elongation and proliferation (26). AP1
up-regulates GA3ox1, which encodes a key
enzyme involved in GA biosynthesis. Conversely,
AP1 promotes expression of GA2ox1, which
encodes a GA catabolic enzyme, as well as of
RGA-LIKE2, which is a known repressor of GA
response. Thus, AP1 appears to mediate GA
homeostasis in floral primordia through
complex interactions. AP1 also directly regu-
lates the expression of genes involved in
patterning processes. An example is ARABI-
DOPSIS THALIANA HOMEOBOX GENE1,
which is involved in boundary formation (27)
and has been shown to be also a target of the
floral homeotic factor AGAMOUS during the
formation of the reproductive floral organs (28).

Our results suggest distinct functions of AP1
during the initiation of flower development.
AP1 appears to establish floral meristem identity
by repressing genes that are part of the shoot
developmental program or that control the onset
of flowering in part by activating AP1 itself. It
also seems to orchestrate the formation of floral
primodia by regulating genes involved in organ
growth and patterning. Lastly, at more advanced
stages of flower development AP1 initiates
downstream pathways required for floral organ
specification, most likely in combination with
SEP3. Thus, AP1 acts as a true hub in the
regulatory network that mediates the switch
from floral induction to flower formation.

Fig. 3. The genomic region
downstream of TFL1 is required
for its function. (A) Diagram de-
picting the TFL1 genomic region.
Coordinates are relative to the last
position of the TFL1 stop codon.
Blue arrows indicate gene orienta-
tion, green boxes mark two CArG
boxes (at positions 1011 and
1756) within AP1 ChIP-Seq peaks,
and purple arrowheads indicate
the positions of T-DNA insertions.
Black lines represent the genomic
fragments used for complemen-
tation experiments (as indicated).
(B) tfl1-1 mutant. The primary in-
florescence forms a terminal flower,
and secondary inflorescences are
replaced by solitary flowers. (C)
Wild-type plant. Primary and
secondary inflorescences show in-
determinate growth. (D) tfl1-1 mu-
tant fully rescued by transformation
with pASM4. (E) tfl1-1 mutant par-
tially rescued after transformation
with pASM8, which lacked one of
the AP1-binding sites. (F) Plant
homozygous for a T-DNA insertion
1615 bp downstream of the TFL1
stop codon. Although more severe, its phenotype overall resembled that of tfl1-1 pASM8 plants. (G)
tfl1-1 mutant not rescued after transformation with pASM6, which lacked both AP1-binding sites.
(H) Plant homozygous for a T-DNA insertion 418 bp downstream from the TFL1 stop codon showing
a tfl1-1 mutant phenotype.
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were calculated for a given time point after AP1 activation (as indicated).
Gene sets analyzed included all differentially expressed genes (blue bars),
genes bound by AP1 (red bars), and genes bound by both AP1 and SEP3
(green bars). Expression data analyzed for the bottom panel were taken from
(13), and the top panel displays data obtained with the same microarray
platform (Operon).
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Maize Tumors Caused by Ustilago
maydis Require Organ-Specific
Genes in Host and Pathogen
David S. Skibbe,1* Gunther Doehlemann,2* John Fernandes,1 Virginia Walbot1†

Infection of maize by corn smut (Ustilago maydis) provides an agronomically important model
of biotrophic host-pathogen interactions. After penetration of the maize epidermis, fungal
colonization of host tissue induces tumor formation on all aerial maize organs. We hypothesized
that transformation of different primordia into plant tumors would require organ-specific gene
expression by both host and pathogen and documented these differences by transcriptome
profiling. Phenotypic screening of U. maydis mutants deleted for genes encoding secreted proteins
and maize mutants with organ-specific defects confirmed organ-restricted tumorigenesis. This is
the foundation for exploring how individual pathogen effectors, deployed in an organ-specific
pattern, interact with host factors to reprogram normal ontogeny into a tumor pathway.

Ustilago maydis, the causal agent of
corn smut disease, is a basidiomycete
fungus parasitizing only maize and its

wild progenitor teosinte (both Zea mays L.) (1).
U.maydis elicits large tumors on all aerial organs,
where it completes pathogenic development by
forming teliospores, its predominant dispersal
agent (1). Unlike oncogenic agents that reactivate
cell division, U. maydis is tumorigenic because
fungal signals subvert normal programming of
proliferating host cells, resulting in an extended
period of plant cell division, chromosome en-
doreduplication, and cell expansion (2).

During the arms race with the multilayered
plant defense system, plant pathogens such as

U. maydis evolved a broad molecular repertoire
to establish a compatible interaction (3). In con-
trast to necrotrophic pathogens that kill invaded
cells and feed on debris, biotrophic pathogens
establish an intimate interaction with living hosts
(Fig. 1, A and B) by suppressing plant defenses
while tapping the nutritional supply of colonized
cells. This interaction is maintained by secretion
of fungal effector proteins, which either act at the
biotrophic interface between pathogen and plant
cell or are translocated into the host cytoplasm
(3). Sequencing of the U. maydis genome and
transcriptome profiling during seedling infection
identified 12 gene clusters encoding primarily
uncharacterized, predicted secreted proteins
expressed in planta (4). Infection assays with
maize seedlings identified five of these clusters as
functionally involved in tumor formation (4).

Extensive analysis of bacterial and oomycete
effector proteins has identified several mecha-
nisms for host cell manipulation (5); however, to
date there is no evidence that the action or

expression of any pathogen effector is tailored to
individual host tissues. This is surprising because
U. maydis is tumorigenic in leaves, stems, and
flowers, and these organs and constituent maize
tissues and cell types express distinctive devel-
opmental genes (6), as is true in any complex
eukaryote. Furthermore, maize mutations that
disrupt normal development can enhance or sup-
press tumor progression (7), demonstrating that
host developmental status is important in the
biotrophic interaction.

To define the genes expressed by maize and
U.maydis during infections culminating in tumors
(Fig. 1, C and D), transcriptomes were assessed
on a microarray with probes to ~6700 annotated
U. maydis genes (4), 4941 of which showed only
background levels of hybridization with maize
RNA in control hybridizations (i.e., high-confidence
probes), and 36,800 maize genes, representing most
gene models (8). Water-injected (mock infection)
and fungal-infected organs were evaluated at
1 and 3 dpi (days postinjection) in seedling leaves
and at 3 and 9 dpi in adult leaves and tassels (male
reproductive inflorescences), as diagrammed in
Fig. 1E (9).

Confirming previous reports (10, 11), more
than 30,000 maize genes were constitutively ex-
pressed (from mock 3-dpi samples), plus over
1500 organ-specific genes (table S1). Combined
data from all three organs, comparing infected to
mock samples, showed that 9207 (25%) unique
maize transcripts were up-regulated (Fig. 2A) and
4455 (12%) were expressed only during fungal
infection (Fig. 2B). At 3 dpi,U. maydis infection
altered about one-third of the seedling leaf tran-
scriptome: 4041 types were up-regulated or de-
tected only in the infected sample (“on”) (Fig. 2A),
and 8111 transcript types were down-regulated
or not detected in the infected sample (“off ”)
(Fig. 2C). In adult leaves, more genes were up-
regulated or on (6339) (Fig. 2A) than were
down-regulated or off (3899) (Fig. 2C). In tassels,
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