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Abstract

In this paper we empirically analyze nonlinearities in short-run real exchange rate
dynamics. Our findings suggest that real exchange rate misalignments are consider-
ably less persistent and more volatile during times of high debt. Assessing the vari-
ance of changes in misalignments, we retrieve evidence indicating that the nominal
exchange rate and inflation differentials are more important determinants in states
of high debt than in states of low debt. Overall, our results imply that nonlinearities
have non-negligible implications for the mechanics of real exchange rate adjustment

in emerging markets.
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1. Introduction

Public and external debt have historically played central roles in emerging market crises,
often imparting substantial exchange rate effects. As Reinhart and Rogoff (2009) note,
emerging market defaults can occur at much lower debt levels that would appear to be
quite feasible by the standards of most advanced economies. During times of higher
debt close to the default threshold, sharp real exchange rate depreciations arise as debt-
intolerant locals and foreign investors flee the currency and other local assets, rebalanc-
ing their portfolios toward less risky and more liquid securities. Similar adjustments are
less frequent in environments of low debt. The goal of this paper is to investigate the
empirical relevance of debt for real exchange rate dynamics.

Itis widely accepted that high levels of debt can have significant repercussions for the
economy. Reinhart and Rogoff (2009), Jorda et al. (2011), Gourinchas and Obstfeld (2012)
and Catdo and Milesi-Ferretti (2014) provide evidence suggesting that high stocks of
external debt enhance the risk of a financial crisis. Krugman (1988) identifies the situation
of a “debt overhang” in which the anticipated repayment ability on external debt falls
short of the contractual value of debt. A possible implication of this observation is that
up to a certain point foreign debt accumulation can promote investment and growth,
whereas past that point the debt overhang begins to diminish investors” willingness to
supply further capital. This may have negative repercussions for output growth and debt
sustainability, in turn putting downward pressure on the real exchange rate.!

While these studies suggest potential channels for debt-driven asymmetries in ex-
change rate adjustment, Galstyan and Velic (2016) emphasize the long-run relation be-
tween the level of gross public debt and the real exchange rate. They show that high
public debt associated with high levels of distortionary taxation affects the relative sup-
ply of goods and services, thus necessitating relative price adjustment for a given relative
demand. The sign and magnitude of this adjustment depend on the relative strength of
wealth and income effects as well as relative factor intensities.

In this paper we investigate the empirical relevance of debt for exchange rate dynam-
ics using a panel of emerging market economies and relatively novel nonlinear econo-
metric techniques. Our empirical base builds on the fundamental equilibrium exchange
rate methodology (Galstyan and Lane 2009; Ricci et al 2013; Galstyan 2015; Galstyan and

' A theoretical model positing the nonlinear impact of foreign borrowing on investment is provided by
Cohen (1993). For developing countries, Adam and Bevan (2005) find evidence of threshold effects in the
relation between fiscal deficits and growth, with high debt stocks exacerbating the adverse consequences of
the former, while the study of Patillo et al. (2011) suggests nonlinear effects of external debt on growth.



Velic 2016).2 Adopting a panel-cointegrating framework, we extend the conventional
set of controls to include public debt.> Our findings suggest that countries with higher
government debt levels tend to have more depreciated exchange rates.

The introduction of debt-contingent short-run nonlinear real exchange rate dynamics
in the context of a panel cointegrating setup is the distinguishing other novelty of our
methodological approach.* Employing a regime-switching error-correction model, we
retrieve evidence of nonlinear real exchange rate adjustment in the short run. In partic-
ular, the speed of exchange rate adjustment is found to be faster during episodes of high
public or external debt, with misalignments typically characterized by higher volatility
and relatively low half-lives across the different specifications.” Decomposing the real
exchange rate and examining its underlying components, we also retrieve evidence in-
dicating that nominal exchange rate changes and inflation differentials explain more of
the volatility in real exchange rate misalignments during high-debt episodes than during
low-debt episodes.

The remainder of the paper is organized as follows. Section 2 provides a description
of the empirical framework adopted. Section 3 describes the data. In section 4 we offer
some preliminary findings, while in section 5 we discuss the primary panel results. Sec-
tion 6 describes our findings on the underlying sources of the variability in exchange rate

misalignment fluctuations across different states of debt. Lastly, section 7 concludes.

2. Empirical Approach

2.1. Long-Run Equilibrium Relation

Of primary interest is the misalignment of the real exchange rate from the long-run equi-
librium. To construct this benchmark, we first examine the long-run relation between the

real exchange rate and a set of fundamentals by estimating the following panel cointe-

*See Chinn (2012) for a survey on macro approaches to exchange rate determination.

3See Appendix A for a proposed mechanism. Pesaran (1997) associates cointegration with the empirical
analysis of steady-state relations.

*Hansen (1999) first introduced the non-dynamic panel threshold regression model that over time allows
discrete shifts in coefficients across regimes. As in the corresponding time series setup, the movement from
one regime to another is abrupt and the model implicitly assumes that the different groups of observations
are clearly identified and distinguished. Building on this work, Gonzélez et al. (2005) developed the panel
smooth transition regression model that instead facilitates a smooth and gradual transition of coefficients
between regimes. Smooth transition models are effectively a generalization of threshold models, and may
alternatively be interpreted as allowing for a “continuum” of regimes.

*Univariate studies focusing on exchange rate dynamics often seek to incorporate nonlinearities in the
adjustment process that are rationalized by the existence of transaction costs, heterogeneous foreign ex-
change traders or discrepancies in central bank interventions for instance. See Michael et al. (1997) and
Taylor et al. (2001).



grating equation
Vit = i + 3% + €y 1)

where y; ; is the natural logarithm of the real effective exchange rate, x; ; is the vector of
covariates and «; is the country-specific fixed effect.® The 3’ vector summarizes the long-
run relation between the dependent variable and the vector of explanatory variables.
Equation (1) is estimated using the method of fully modified OLS for heterogeneous
cointegrated panels a la Pedroni (2000).”

In Appendix A we sketch a small model that justifies the set of control variables.
In particular, equation (A.12) shows that a positive net foreign asset position, generat-
ing a positive wealth transfer from the rest of the world, is associated with an appreci-
ated exchange rate. Higher relative productivity in the traded sector causes an appreci-
ation of the real exchange rate via the Balassa—Samuelson mechanism. Regarding public
consumption, for a given level of the tax rate, government spending weighted towards
nontraded goods engenders a rise in the relative price of those goods and thus the real
exchange rate. Finally, higher public debt is associated with a more depreciated real
exchange rate.®

Accordingly, relative per capita GDP as a proxy for the relative productivity differ-
ential, government expenditure, and gross public debt are used in our study. Regarding
the net foreign asset position, we find that the associated parameter estimate is unsta-
ble across samples. Consequently, we rely on the steady-state negative link between the
trade balance and net foreign asset position, and instead use the former variable as a

% An increase in y; ¢ indicates appreciation. Since the multilateral real exchange rates are index numbers
with no natural common anchor across different countries, it is essential to include country-specific fixed
effects in the specification.

"Fully modified OLS adopts a non-parametric procedure to correct for the endogeneity bias arising from
a possible correlation between the unit-root innovations and innovations of the cointegrating equation. In
contrast, the panel dynamic OLS estimator uses leads and lags of the first-differenced regressors to tackle the
issue. The former estimator is preferred to the latter estimator for two reasons. First, dynamic OLS requires
knowledge of the number of the aforementioned leads and lags in order to provide an adequate endogeneity
correction. To the best of our knowledge, no established reliable criterion exists on how to determine these
numbers. Second, according to Pedroni (2001) and Breitung and Pesaran (2008), fully modified and dynamic
OLS possess the same asymptotic distribution and can perform poorly if the number of time periods or
observations per cross-sectional unit is less than 20. Since our sample period covers 22 years, fully modified
OLS would appear to be a more suitable estimator. We also applied the dynamic OLS estimator with a lead
and lag of 1 as a robustness check and found results qualitatively similar to those with fully modified OLS.

%In the long run, for a given level of public spending, high public debt is associated with a higher tax
rate. A high tax rate, in turn, reduces aggregate labor supply proportionally in both sectors. Due to the
fixed factor of production in the nontraded sector however, contraction in the supply of nontraded goods is
smaller than the contraction in the supply of traded goods. This increase in the relative supply of nontraded
goods causes the relative price of nontraded goods to decline.



regressor with an expected negative sign.” 1 By exerting potential income or wealth ef-
fects, a higher terms of trade should cause real exchange rate appreciation. Therefore, it

is also included in the analysis.11

2.2. Short-Run Asymmetric Dynamics
2.21. Discrete Regimes

Once the long-run relation is established, the following discrete regime-switching panel
error-correction model is estimated

01+ ECi 1+ Ax 1 ifwiy > 7

Ayit =€t + { O + Vo ECi -1 + MhAX; 11 ifwiy < T @

where EC; ;1 is the real exchange rate misalignment from equilibrium as implied by
equation (1) and w;; is the threshold variable. We consider three regime variables along
which nonlinearities can arise: the level of gross public debt as a share of GDP, the level of
gross external debt liabilities as a share of GDD, and the level of net external liabilities as a
share of GDP. The empirical specification is flexible in that it allows all regressors to have
aregime-dependent coefficient. While it is plausible to assume that the real exchange rate
should not experience trend growth over prolonged periods of time, it is quite restrictive
to impose a regime-dependent intercept of zero. Thus, the regime-dependent constant
captures sustained appreciation or depreciation of the real exchange rate. Furthermore,
since fixed effects are a part of the cointegrating vector and appear as a component of the
error-correction term EC;;—1, equation (2) is estimated in pooled form.
Alternatively, equation (2) can be rewritten as

Aym = @'1Xi,t_1] [wm Z T] + 9/2X2'7t_1f [wi,t < T] + Gi,t (3)

where @} = [0;,7;,m;], Xi; | = |1, ECis-1, AX;,t—1:| and [ [-] is an indicator function.
For a given threshold value the model is linear in parameters. Thus, @/, can be estimated
using pooled OLS, while the threshold level 7 is obtained by minimizing the residual

variance 7 = arg min, 2 (7).

One potential explanation for the non-robust slope estimate on net external assets is that most of the
variation in this variable emanates from the cross-sectional dimension, therefore making it difficult to detect
a clear-cut association with the real exchange rate in fixed effects estimation. See Chinn and Prasad (2003).

OFor applications of this approach see Galstyan and Lane (2009) and Galstyan (2015).
1See Chen and Rogoff (2003) or Cashin et al. (2004) for instance.



2.2.2. Continuous Regimes

We note that equation (2) has explicit links to smooth transition models. In particular,
the single threshold panel model is nested by our second specification, the logistic panel
smooth transition error-correction model

Ay =0+~vECi 11 +1n'Ax 1 + (9* +7*ECi -1+ n*/AXi,t—1> Gwit; o, 7) +e€ip (4)

~1
where G(w;; ¢, 7) = [1 + exp (—go(wu — 7‘))} . For the purposes of discussion, we
denote the coefficients in the linear and non-linear components of equation (4) by the
vectors I and I'*. Taking a closer look, G(.) € [0, 1] is a continuous transition function of
the logistic variety that governs the non-linear (short-run) behavior of the real exchange
rate. The slope or smoothness parameter ¢ > 0 determines the speed of transition be-
tween the extreme regimes at G(.) = 0 and G(.) = 1 respectively, with higher values of
¢ indicating faster transition. The model implies that the two extreme lower and upper
regimes are associated with low and high values of w; ¢, with a single monotonic transi-
tion of coefficients from I' to I' + I'* as w; ; rises where the change is centered around 7.
As evident in this case, the dynamics of the real exchange rate are effectively a weighted
average of the dynamics of the respective extreme regimes. In other words, an obser-
vation has effective regression coefficients I' + I'*G(.) and is assigned to the low (high)
regime when G(.) < (>)0.50. An alternative view of equation (4) is that it allows for a
“continuum” of regimes, each corresponding to a different value of G(.) € [0,1]. Our
analysis naturally adopts the former interpretation.

As ¢ — o0, the logisitic function G(.) approaches the indicator function I{w;; > 7]
and consequently the change in G(.) from 0 to 1 becomes instantaneous at w;; = 7. In
this limiting case, equation (4) reduces to the dynamic panel threshold model we initially
estimate. Conversely, as ¢ — 0, G(.) tends to a constant and the smooth transition model
dwindles down to a homogeneous or linear dynamic panel regression model.

An application of the non-linear least squares (NLS) procedure retrieves estimates of
the parameters in equation (4). Under the additional assumption that the errors ¢; ; are
normally distributed, NLS is equivalent to maximum likelihood. Otherwise, the NLS
estimates can be interpreted as quasi-maximum likelihood estimates.



3. Data

Our analysis is conducted for a balanced panel of 10 emerging market economies, as
listed in Appendix B, over the period 1990-2011. All data employed are annual. We
note that the data at our disposal are restricted by availability and quality. For instance,
we observe a much lower incidence of dual or multiple exchange rate episodes post 1990
across emerging markets which could potentially obscure estimation results.!? Adopting
a panel framework helps to avoid degrees of freedom issues and may also be regarded
as more parsimonious given the relative homogeneity of the countries at hand.

The real effective exchange rate is constructed using consumer price indexes and
period-average nominal exchange rates obtained from the International Monetary Fund’s
World Economic Outlook and International Financial Statistics databases respectively,
with trade weights provided by Bayoumi et al. (2005).! The trade balance on goods and
services as a share of GDP is taken from the World Bank’s World Development Indicators
database. GDP per capita in constant national prices, government consumption expendi-
ture as a share of GDP, and government gross debt as a share of GDP are available from
the International Monetary Fund’s World Economic Outlook database. Finally, gross ex-
ternal debt liabilities and net external liabilities as shares of GDP are acquired from the
updated External Wealth of Nations II dataset of Lane and Milesi-Ferretti (2007). Missing
observations are supplemented with data from national and other international sources.

Since the explanatory variable is the multilateral real exchange rate vis-a-vis ma-
jor trading partners, it is important to measure all country level regressors in relative
terms.!* To construct trade-weighted relative variables, the overall 26 most important
trading partners of the 10 emerging markets considered are used.'®

4. Preliminary Results

Before turning to the full sample panel estimates of the cointegrating regression and
error-correction models, we provide some preliminary evidence on the speed of real ex-

change rate adjustment. Fundamentally, our concern lies in determining whether signif-

12China, being a major trading partner for many of the emerging markets, up until the early 1990s oper-
ated two exchange rates.

BThe real effective exchange rate is calculated as a weighted geometric average of consumer prices in
the home country relative to that of its trading partners, expressed in common currency terms.

1 Galstyan (2015) has shown that the relative trade balance is the correct variable to include on the right
hand side.

>The average trade weight vis-a-vis the 26 trading partners across our primary sample of emerging
economies is approximately 85 percent. The total trade weight for each of the 10 primary sample countries
is at least 80 percent. The list of trading partners is also provided in appendix B.



icant debt-contingent asymmetries exist in the rate of real exchange rate convergence. To
this end, in a first attempt, we use the median level of debt to split the full sample into
low and high debt groups of observations respectively and subsequently execute the
linear variant of equation (2), in which the misalignment term is now measured as the
deviation from a Hodrick-Prescott trend, for each of the sub-samples.'® The upper panel
of Figure 1 ((a)-(c)) depicts the relevant results where values on the x-axis correspond to
sub-group debt averages. In the case of the public debt variable, the graph shows that
the point estimate of the adjustment coefficient on the misalignment term is marginally
larger in absolute value when considering the high debt sub-sample. One standard error
bands, however, suggest regime independence. In the case of the gross external debt
liabilities and net external liabilities, the graphs show that the adjustment coefficients on
the misalignment term in absolute value are much larger in the high debt sub-sample.
Thus, the estimates suggest that real exchange rate persistence is notably higher at lower
levels of debt.!” We ultimately interpret these findings as initial support for the notion of
debt-dependent asymmetric real exchange rate adjustment dynamics.

To be more certain of the existence of such nonlinearities, we subsequently adopt a
more rigorous approach as an alternative and a precursor to the formal regime-switching
analysis that follows in section 5. In this instance, the strategy first entails dividing the
full set of observations into four sub-samples in accordance with the quartiles of debt,
such that we have ascending levels of debt from the first to the last group. Afterwards,
the linear equivalent of the error-correction model in equation (2) is estimated for each of
the four sub-groups, with the misalignment term this time defined as the deviation from
the exchange rate equilibrium implied by the long-run cointegrating relation in equation
(1).'® The lower panel of Figure 1 ((d)-(f)) plots the estimated error-correction coeffi-
cients, alongside their respective confidence intervals of plus or minus one standard de-
viation, against the sub-sample debt averages. The charts overwhelmingly point to non-
linear short-run exchange rate dynamics that typically feature faster rates of equilibrium-
reversion at larger values of the threshold variable. As can be seen from the figure for
the first debt measure, the adjustment coefficient is indifferent from zero in the lowest
quartile characterized by an average public debt level of approximately 20 percent of
GDP, whereas it hovers around -0.10 in the highest quartile characterized by an average
debt level of about 70 percent of GDP. Importantly, the largest absolute value of the mean

1The low (high) debt group of observations is characterized by debt levels below (above) the median
debt level of the entire sample.

17 Alternatively, the conditional probability of mean reversion is higher in the high-debt state.

!8Real exchange rate misalignments are defined as percentage deviations from the fundamentals-based
equilibrium real exchange rate, such that positive gaps indicate overvaluation and negative gaps indicate
undervaluation.



reversion coefficient is about 0.40 and occurs at debt levels in the neighborhood of 46 per-
cent of GDP, a level previously related to debt substantiality. In the case of gross external
debt liabilities, the corresponding numbers are -0.10 and -0.40. In contrast, these figures
are quite similar for net external debt with second and third quartiles exhibiting much

faster adjustment.

5. Panel Results

5.1. Cross-Sectional Dependence

Table 1 presents the results of the cross-sectional dependence (CSD) test of Pesaran (2004),
and the Breusch-Pagan LM (BP-LM) test for heterogeneous residuals across panels for
each of the relevant variables. The first and second columns in Table 1 show the average
and average absolute values respectively of the cross-sectional correlation coefficients
(off-diagonal elements) obtained from the Pesaran CSD test. Meanwhile, the third col-
umn reports the CSD test statistics.

As evident, although mostly statistically significant, the correlations over the differ-
ent variables are relatively low which justifies our approach based on cross-sectional
independence.19 The latter implies that overall global shocks, or common components
across panels, may not be greatly important in our study. At the same time, it is nev-
ertheless interesting to note that the real exchange rate and GDP per capita have the
highest and most significant correlations of all the macroeconomic indicators, perhaps
suggesting a certain degree of synchronization in economic cycles across countries. To
a lesser extent, the correlations for trade balances and some of the debt and fiscal indi-
cators may also imply this. These could, for example, be emanating from the relatively
homogeneous experiences of the Asian economies in our sample during the 1996/97 cri-
sis. Indeed, the ultimate deep recessions and large real exchange rate depreciations at the
time were a pervasive feature across this region. With respect to trade balances, much of
Asia observed upward trending net exports (surpluses) from the late 1990s onwards with
similar patterns developing in the early 2000s for some of the Latin American economies.
The final column of Table 1 displays the BP-LM test results. In all cases but one, the null is
convincingly rejected at conventional statistical significance levels, thus suggesting that
residual variances across panels are heterogeneous. Therefore, a heterogeneous covari-

ance matrix of residuals is used.

YIn finite samples Pesaran (2004) suggests using the assumption of cross-sectional independence when
the cross-sectional correlation is low.



5.2. On Stationarity

Table 2 reports the p-values of a range of panel unit root tests across the different vari-
ables of concern. In the case of the Pesaran (2007) with cross-sectional dependence
(PCSD), Breitung (BTNG), Im-Pesaran-Shin (IPS) and Phillips-Perron Fisher (PP-F) panel
unit root tests, the null hypothesis is that all series are non-stationary. Conversely, the
null hypothesis for the Hadri Lagrange multiplier (HADRI) test is that all series are sta-
tionary. Overall, the PP-F and HADRI tests provide the most support for the presence of
random walk dynamics across all variables. Specifically, one fails to reject the relevant
null in all cases at the 5 percent level using the former test, and succeeds in rejecting the
applicable null in all cases at the 1 percent level using the latter test.

Focusing on the public debt and terms of trade variables, all tests yield evidence
in favor of non-stationarity at conventional significance levels. For all other variables,
the results are somewhat mixed. Assessing the p-values for the real exchange rate, we
observe that the BING, IPS and PP-F tests reject the null of non-stationary panels. How-
ever, once we account for any potential cross-sectional dependence across panels (PCSD
test), the opposite conclusion is reached. Moreover, the HADRI test also implies that
the exchange rate is characterized by unit root behavior. Moving on to the trade bal-
ance and government expenditure, evidence in support of unit root panels cannot be
obtained with the PCSD, BTNG and IPS tests, while the converse is true with the PP-F
and HADRI tests. For these two variables, we found the first-order autoregressive coeffi-
cients in both fixed effects and pooled panel specifications to be quite high at around 0.80
to 0.90. In addition, the majority of country-level unit root tests strongly point toward
non-stationarity. Lastly, in the case of GDP per capita, the BING, IPS and HADRI tests
indicate non-stationarity at conventional significance levels while the PP-F test fails to
reject the null at the 5 percent level. In contrast, as signaled by the very low p-value, the
PCSD test delivers strong evidence against the random walk hypothesis. On the basis
of the overall findings, it is therefore pragmatic to treat our covariates as non-stationary
variables.

Given these results, we proceed to examining whether the aforementioned variables
share a common stochastic trend via panel cointegration methods. If feasible, such an
approach yields equilibrium exchange rates which serve as a useful benchmark for sub-

sequent analysis of short-run dynamics.
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5.3. Cointegration and the Fundamentals-Based Equilibrium

Table 3 presents the results of the cointegration test proposed by Kao and Chiang (2000)
for four different combinations of variables considered.?’ The null of no cointegration
is rejected at the 5 percent level in specifications with the public debt variable. We next
explicitly estimate the long-run equilibrium relation for these combinations. Panel A of
Table 4 presents the corresponding coefficient estimates. Across all specifications the re-
gressor slopes are predominantly of the anticipated signs. Given statistical insignificance
of the terms of trade variable we choose column (1) as our benchmark specification.
Concentrating on the benchmark, we note that all estimates are statistically signif-
icant. The coefficient on the trade balance is negative and implies that a 1 percentage
point rise in the relative trade balance is associated with approximately a 1.74 percent
real exchange rate depreciation in equilibrium. The estimate on GDP per capita is neg-
ative and insignificant at the 5 percent level.?! One potential reason for the finding is
that relative GDP per capita might not be a sufficiently accurate proxy for relative pro-
ductivity differentials. Lastly, the sign on coefficients of government spending and debt
variables is consistent with our theory. In particular, a 5 percent increase in relative pub-
lic spending is associated with a 1 percent appreciation of the real exchange rate, while a
10 percent increase in relative public debt is associated with a 1.10 percent decline in the

real exchange rate.

5.4. Error Correction and the Role of Debt
5.4.1. Baseline Linear Model

Panel B of Table 4 first presents the linear error-correction model estimates in order to
give us a general impression of the overall degree of exchange rate persistence across
emerging markets in the sample. The table shows that the short-run dynamics of the
real exchange rate are influenced by deviations from the estimated benchmark relation.

The error-correction coefficients imply that these misalignments diminish very slowly,

20We are restricted in our choice of alternative tests and estimations. For instance, we postulate that the
error-correction term is regime-dependent, while both Johansen (1991) and Westerlund (2007) are tests that
rely on a regime-independent form of error correction.

'The cointegrating vector estimated by weighted FMOLS is not invariant to the ordering of regressors.
We have considered all twenty four permutations of the right hand side variables in our preferred spec-
ification in column 1. We found that relative GDP per capita is statistically insignificant in sixteen cases,
while the variation in magnitudes is negligible to have an impact on the findings presented in the rest of
our tables. For sensitivity we have also considered standard FMOLS where the results are invariant to the
ordering of variables. We found that per capita GDP is insignificant at all conventional levels.
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with a half-life of roughly 4 years assuming a monotonic rate of decay.?? In addition,
the constant, reflecting sustained movements of the real exchange rate, is found to be

insignificantly different from zero.

5.4.2. Discrete-Regime Nonlinear Model

In this section, we relax the assumption of a single regime and turn to the discrete regime-
switching error-correction model as represented by equation (2). The central estimates
of the single threshold panel regression are displayed in Table 5. The regime variable in
column (1) is gross public debt, in column (2) it is gross external debt, while in column
(3) it is net external liabilities. For each type of debt the start of period values are con-
sidered when estimating the model. The threshold and regime-specific coefficients are
determined simultaneously.

Figure 2 plots the inverse log-likelihood ratio for each of the estimated threshold
parameters. The graphs indicate that the estimated thresholds of 51 percent of GDP for
public debt, 56 percent of GDP for external debt liabilities, and 34 percent of GDP for
net foreign liabilities in columns (1), (2) and (3) of Table 5 are statistically significant.
Furthermore, the confidence intervals for these estimates are reasonably small as shown
by the charts. We note that the reported threshold parameters are quite consistent with
the low debt default thresholds empirically observed in emerging market economies.
Importantly, these countries have typically experienced significant real exchange rate
movements in the neighborhood of such debt levels.?3

Inspecting rows (5) and (6) in Table 5, one ascertains that most of the differences be-
tween regime-specific coefficients are statistically significant according to the Wald test of
coefficient equality. Moreover, the majority of these discrepancies are quite pronounced
quantitatively. Evidently, the most salient feature of the table is the realization of much
faster real exchange rate adjustment in the “high-debt” regime, characterized by debt
levels equal to or above the debt threshold.?* To provide a sense of the estimates, we
again consider the half-life of deviations from equilibrium. Based on the coefficient val-

*This real exchange rate half-life is consistent with those typically reported in the literature.

BSee Reinhart and Rogoff (2009) for an excellent review of emerging market debt defaults.

#We also analyze the relation between the change in the logarithm of the real exchange rate and the
lagged error-correction term derived from the panel cointegrating regression on an individual country basis.
Our country-specific analysis offers some support for the notion that emerging markets with high debt lev-
els exhibit more volatile real exchange rate changes, larger error-correction terms, and a more pronounced
inverse gross correlation between the two aforementioned variables. Furthermore, under high debt, neg-
ative error-correction terms are more frequently linked to positive exchange rate changes while positive
error-correction terms are more regularly associated with negative exchange rate growth. These features
tend to suggest that emerging markets characterized by high debt levels generally display more volatile
exchange rates with less persistent misalignments.
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ues, the calculated half-lives are found to be around 1.30, 1.60 and 2.70 years (public debt,
external debt liabilities, and net external liabilities correspondingly) in the “high-debt”
regime, which are much smaller than the half-lives observed in the “low-debt” regime
characterized by debt levels below the debt threshold. In fact, real exchange rate dy-
namics in the “low-debt” regime exhibit random walk type behavior given the statistical
insignificance of the error-correction coefficients. Disregarding statistical insignificance
in this regime, the highly persistent dynamics could still be approximated by a unit root
process.?

Regarding the regime-specific constant term, columns (1)-(3) of Table 5 resoundingly
report that sustained movement of the real exchange rate is effectively zero in the “low-
debt” regime, while signaling that significant sustained depreciation to the tune of 4
percent per annum typically arises in the “high-debt” regime.?® Finally, note that the es-
timated residual variance corresponding to public debt is slightly lower than the residual
variances in the cases of gross external debt and net foreign liabilities. Thus, in the case
of the error-correction model also, statistical preference is marginally tilted toward the
specification featuring public debt.

5.4.3. Continuous-Regime Nonlinear Model

Turning attention to the dynamic panel smooth transition error-correction model esti-
mates of Table 6, we observe that overall results tend to be qualitatively similar.? We
note once again that high (low) values of the debt transition variable w;; are associ-
ated with the upper (lower) regime of real exchange rate dynamics in which the rele-
vant regressor coefficients are approximately I' + I'* (T'), representing the sum of the
linear and nonlinear components” coefficients (linear coefficient) as the transition func-

tion tends to one (zero). To focus discussion and facilitate interpretation, we concentrate

B1n the case of a unit root the half-life is infinite. However, it can also be finite but uninformative. See
Evans (2013).

%Column (3) with net foreign liabilities is the only exception to the latter.

7In line with Terdsvirta (1994), we conducted tests of linearity against smooth transition type nonlinear-
ities in the univariate (self-exciting threshold) case across different debt samples prior to estimating equa-
tion 4. The test entails taking a third-order Taylor expansion of the logistic transition function and ulti-

mately estimating the auxiliary regression y;; = By + Zé.’:l (60jyi,t_j +B1;Yit—jYit—d + Biji,t_jy?’t,d +

ngyi,t,jyit_d) + 7n;, where p = 1 and d = 1 is the delay parameter. The null hypothesis of linearity

Hy : B4, = By = B3, = 0is then tested against the general alternative that Ho is invalid. Moreover, if one is
able to reject 84 ;=0 the smooth transition model is of the logistic variety. For the full sample, we were able
to convincingly reject the aforementioned restrictions. However, once we divided our sample by median
debt levels and applied the test to each of the resulting (approximately equally sized) sub-samples, we often
failed to reject the proposed restrictions or obtained weaker evidence against the null. This suggested the
existence of debt-contingent smooth transition type asymmetries.
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on the regression coefficients corresponding to the extreme lower and upper regimes at
G(wit; ¢, 7) = 0 and 1 respectively.

Our estimates indicate that real exchange rate adjustment is typically faster at higher
levels of debt. This result is particularly pronounced in the case where gross public debt

is employed as the transition variable w;; (column (1)).28

Importantly, support for non-
linear dynamics of the logistic smooth transition variety is relatively weak in the gross
external debt liability threshold specification, as signalled by the presence of an insignif-
icant transition parameter. It has been argued, however, that insignificance of ¢ should
not be taken as outright evidence against smooth transition-type nonlinearities. Specif-
ically, it can be quite difficult to retrieve accurate estimates of the transition parameter
when it is relatively large as in this instance the shape of the (logistic) transition func-
tion changes only little. Therefore, in order to obtain a precise estimate of ¢ one needs
many observations in the immediate local neighborhood of the threshold 7. Given that
this is usually not the scenario, the transition parameter often appears to be statistically
insignificant even when the true population parameter indicates otherwise. Regarding
the location parameters (7), the estimates roughly match those of the discrete nonlin-
ear error-correction model. On the other hand, unlike in the discrete regime-switching
model, the constant terms in either of the extreme regimes of the gross debt threshold
specifications are insignificant. Meanwhile, the situation is reversed when examining
the net foreign liabilities threshold model in column (3). Ignoring standard errors, there
is general evidence of more negative coefficients in the upper regime indicating more
protracted depreciation.

Figure 3 plots the transition function, G(.), against the transition variable, w;, for
each of the specifications in Table 6. The graphs indicate an adequate spread of observa-
tions between the low and high regimes of real exchange rate dynamics.?’ Conversely, if
the threshold estimate was erroneously too high or too low, there would be a marked un-
even spread of observations across the two regimes and consequently the model would
not be well specified. The estimate of the smoothness parameter ¢ is 5.37 in the case of
public debt as the threshold variable (panel (a)), 11.93 in the case of external debt liabil-
ities as the threshold variable (panel (b)), and 1.00 in the case of net external liabilities
as the threshold variable (panel (c)). As can be seen from the graphs, transition between
the extreme regimes prevailing at G(.) = 0 and G(.) = 1 is fastest in the second instance
where the value of ¢ is largest. Conversely, it is slowest in the third instance where the

transition function is relatively flat and extreme regimes are never reached within the

%Note that statistical preference is again tipped toward this specification given its marginally lower
residual variance (i.e. compared to those in columns (2) and (3)).
®Note that G(.) = 0.50 when w; ; = T
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sample. Thus, for high values of ¢, the smooth transition model is well approximated
by the discrete transition model and vice versa. Compared to the discrepancy across
columns (1) or columns (3) of Tables 5 and 6 respectively, it is indeed evident that the
smooth model estimates in column (2), consisting of a larger transition parameter, are
overall more closely aligned with the corresponding discrete model estimates.

Finally, Figure 4 plots G(.) over the sample period for each country. The red and
blue plots track the transition functions with gross public debt and gross external debt
liabilities, while the green plot gives the transition function with net foreign liabilities.
From the graphs, we observe that movements in the three debt measures are typically
positively correlated, with total government debt liabilities vis-a-vis foreign creditors
being the natural link across the three definitions.>® Moreover, it is evident that most
of the emerging markets have spent considerable time, and in a number of these cases
many consecutive periods, in the upper debt regime (G(.) > 0.50). Thus, our sample of
“high-debt” observations is not overly reliant on any single country.

5.4.4. Consolidated Summary

Overall, the results deliver an unequivocal message: short-run real exchange rate dy-
namics display significant debt-contingent asymmetries, where the “high-debt” regime
normally displays a much faster closing of real exchange rate misalignments in com-
parison to the highly persistent, random walk type behavior of the exchange rate in the
“low-debt” regime. Our findings are in line with the general experiences of emerging
markets. At higher debt levels, close to around 50 to 60 percent of output on average,
a sudden shock can trigger a widening of spreads, leading to an abrupt change in the
speed of real exchange rate adjustment manifested in the form of significant exchange
rate depreciation.’! As suggested by the linear error-correction model, ignoring the vital

role of debt in exchange rate dynamics only acts to blur the lines of analysis.

%Nearly all country-specific pairwise gross correlations are positive and statistically significant at the 1
percent level. For levels of debt, the average correlations are 0.71 between gross external debt liabilities and
net external liabilities, 0.42 between gross external debt liabilities and gross public debt, and 0.47 between
net external liabilities and gross public debt. The corresponding figures for transition functions are 0.67,
0.41, and 0.44.

31Reinhart and Rogoff (2009) document that more than half of all defaults between 1970 and 2008 oc-
curred at levels of (external) debt below 60 percent of GNP.
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6. Regimes and Sources of Misalignment Variance

In the preceding section we studied the asymmetry of exchange rate adjustments based
on an endogenous classification of observations into two distinct regimes. In this section
we take a look at the variability of changes in misalignments and its core components:
changes in the nominal effective exchange rate and trade weighted inflation differen-
tials.>> Employing gross public debt as the threshold indicator, the respective standard
deviations of these variables are presented in Table 7. It is interesting to note that the
variability of misalighments in the “high-debt” regime is almost twice as large as that in
the “low-debt” regime (0.16 and 0.09 standard deviations respectively). This observation
is consistent with our finding of near random walk behavior of the real exchange rate
in the “low-debt” regime where there is little tendency of reversion to the fundamental
equilibrium compared with mean reversion in the “high-debt” regime.

On the other hand, the variability of the nominal effective exchange rate and trade
weighted inflation-differentials is larger in the “low-debt” regime compared to the “high-
debt” regime. This observation could capture more in-tune movements of these variables
in the latter regime. Finally, note that the standard deviation of the nominal effective
exchange rate is marginally higher than the standard deviation of the trade-weighted
inflation differentials in the “low-debt” regime. The converse is true in the “high-debt”
regime. This finding is not surprising given the higher estimated half-life in the “low-
debt” case.

To further explore the determinants of real exchange rate misalignment variability,
we relate changes in misalignments to changes in the nominal effective exchange rate,
trade-weighted inflation differentials and lagged levels of the latter variables so that past
movements are fully filtered through.3> The results are presented in Table 8 with gross
public debt acting again as the threshold variable. An important feature of the table
is the relatively low residual sum of squares in the “high-debt” regime with R-squared
values in low and high debt specifications standing at approximately 0.62 and 0.90 re-
spectively. This suggests that most movements in the misalignment term in the upper
regime are driven by changes in the nominal effective exchange rate and relative prices.
In the lower regime, in contrast, movements in fundamentals are considerably more im-
portant, accounting for about a third of the changes in misalignments. Furthermore, the

marginal contribution of the nominal effective exchange rate is always larger than the

*The variance of the measured misalignment is larger than the variance of the true gap since the equi-
librium level of the real exchange rate is not observed.

3Note that measurement errors in the misalignment term will tend to reduce the precision of OLS pa-
rameter estimates.
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contribution of the inflation differential, as reflected by the higher marginal R-squared
terms.

With respect to coefficients, we note that the estimate on the nominal effective ex-
change rate is always larger in the “high-debt” regime. In particular, the coefficient is
found to be less than one which may indicate that movements in the nominal effective
exchange rate affect fundamentals and correspondingly the equilibrium exchange rate.
The coefficient on the inflation differential is also smaller in the lower regime and is
similar in magnitude to that of the nominal effective exchange rate. In the upper debt
regime however, the coefficient is much larger and indifferent from one. This latter re-
sult coincides with the profound high-inflation experiences of emerging markets during
the relevant sample periods. From a theoretical standpoint, employing a DSGE model
Faraglia et al. (2012) show that higher levels of government debt can lead to higher in-
flation with longer maturity debt leading to more persistent inflation. This may help
explain the larger coefficient on the inflation differential in the upper regime (i.e. larger
effects at relatively higher inflation rates).

In relation to lagged differences, we observe that they too enter significantly. Al-
though their marginal contribution is relatively low, the negative coefficients imply some
retrenchment of the gap after the initial move. Lastly, the lagged misalignment term is
positive and statistically significant in the upper regime while insignificant in the lower
regime, indicating the presence of inertia in changes of the misalignment in a “high-debt”
environment. Overall, these results confirm the existence of differences in the underly-
ing mechanics of exchange rate adjustment and sources of misalignment volatility across

debt regimes in emerging markets.

7. Conclusions

This paper studies the existence of short-run debt-contingent asymmetries in real ex-
change rate dynamics for a group of emerging market economies. We find that the ex-
change rate is significantly more persistent during times of low debt (either public or
external). Thus, we ascertain that a directional move towards the fundamental equilib-
rium is more likely when debt levels are high. By decomposing the real exchange rate
and examining the underlying sources of fluctuations of misalignments, we find further
evidence of debt contingency. We find that real exchange rate misalignments tend to be
more volatile during periods of high debt, with trade-weighted nominal exchange rates
and inflation differentials capturing a more significant proportion of misalignments than
in states of low debt during which fundamentals exert a greater effect.
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Overall, our results are consistent with the actual experiences of emerging markets.
Fundamentally, they suggest that future research on real exchange rate movements in the
non-industrialized world must adequately account for the role of debt in the adjustment
process. Finally, our findings should prove to be useful to both theoretical economists
and policy-makers dealing with issues pertaining to the speed and smoothness of exter-
nal adjustment.
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Figure 1: Mean-Reversion Coefficients
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Note: Sub-figures (a)-(c) plot the adjustment coefficients with one standard error band on the de-
viation of real exchange rate from the Hodrick-Prescott trend for high and low debt regimes. The
median level of debt is used to split the full sample into these groups of observations respectively.
Sub-figures (d)-(f) plot the error-correction coefficients with one standard error band on the devi-
ation of real exchange rate from the fundamental equilibrium for four sub-samples in accordance
with the quartiles of debt.
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Figure 2: Inverse Log-Likelihood Ratio, Panel
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Note: The figure plots the inverse log-likelihood ratio for each of the estimated threshold param-
eters. Ratio below dotted line indicates statistical significance of the threshold variable.
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Figure 3: Transition Function, Panel
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Note: The figure plots the transition function G(.) € [0, 1] of the logistic panel smooth transition
error-correction model in equation (2) against the respective start of period debt (as a share of
GDP) threshold variables. The estimate of the smoothness parameter ¢ is 5.37 in the case of gross
public debt as the threshold variable (panel (a)), 11.93 in the case of gross external debt liabilities
as the threshold variable (panel (b)), and 1.00 in the case of net external liabilities as the threshold
variable (panel (c)). These estimates are also shown in Table 6. For larger values of ¢, transition
between the extreme regimes at G(.) = 0 and G(.) = 1 becomes faster (i.e. transition function
becomes steeper around threshold point). Note that G(.) = 0.50 at the threshold estimate.
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(a) Argentina

(f) Malaysia

Figure 4: Transition Function, Country Specific

(g) Mexico

(h) Peru

(i) Philippines

(j) Thailand

Note: The figure plots the transition function G(.) € [0, 1] of the logistic panel smooth transition
error-correction model in equation (2) against time for each of the countries in our sample. The
red, blue, and green plots represent the transition function with gross public debt, gross external

debt liabilities, and net external liabilities respectively as the threshold variable.
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Table 1: Cross-Sectional Dependence

Rho |Rho| CSD BP - LM

REER 018 028  (5.48)** (136.9)***
Trade Balance 0.08 023 (251)*  (93.38)***
GDP per Capita 024 035 (7.19)** (178.5)**
Public Expenditures 0.04 020 (1.34)  (61.11)*
Public Debt 005 0.16 (145)  (47.07)
Terms of Trade 0.06 025 (1.68)* (111.4)***

Notes: The table presents the results of the cross-sectional dependence (CSD) test of Pesaran
(2004), and the Breusch-Pagan LM (BP-LM) test for heterogeneous residuals across panels for
each of the relevant variables. The first and second columns in Table 1 show the average and
average absolute values respectively of the cross-sectional correlation coefficients (off-diagonal
elements) obtained from the Pesaran CSD test. REER indicates the logarithm of the real effective
exchange rate; Trade Balance is the relative trade balance as a share of GDP; GDP per capita is
the logarithm of real relative GDP per capita; Public Expenditures is the logarithm of relative
government expenditures as a share of GDP; Public Debt is the logarithm of relative government
debt as a share of GDP; Terms of Trade is the logarithm of export to import price index ratio.
All relative variables are computed by the author using trade shares provided by Bayoumi et al
(2005) using the set of countries listed in data section.
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Table 2: Panel Unit Root Tests

PCSD BTNG IPS PP-F HADRI

REER 0395  0.028 0.023 0.058  0.000
Trade Balance 0.071  0.002 0.000 0.156  0.000
GDP per Capita 0.009 0977 0.153 0.083  0.000
Public Expenditures 0.055  0.053 0.035 0.386  0.008
Public Debt 0.666 0.894 0.329 0.441  0.000
Terms of Trade 0958  0.681 0998 1.000 0.000

Notes: The table reports the p-values of a range of panel unit root tests. In the case of the Pesaran
with cross-sectional dependence (PCSD), Breitung (BTNG), Im-Pesaran-Shin (IPS) and Phillips-
Perron Fisher (PP-F) panel unit root tests, the null hypothesis is that all series are non-stationary.
Conversely, the null hypothesis for the Hadri Lagrange multiplier (HADRI) test is that all series
are stationary. REER indicates the logarithm of the real effective exchange rate; Trade Balance is
the relative trade balance as a share of GDP; GDP per capita is the logarithm of real relative GDP
per capita; Public Expenditures is the logarithm of relative government expenditures as a share of
GDP; Public Debt is the logarithm of relative government debt as a share of GDP; Terms of Trade
is the logarithm of export to import price index ratio. All relative variables are computed by the
author using trade shares provided by Bayoumi et al (2005) using the set of countries listed in
data section.



27

Table 3: Cointegration Test

REER v v v v
Trade Balance v v v v
GDP per Capita v v v v
Public Expenditures v v v v
Public Debt v v
Terms of Trade v v

Kao Cointegration Test 0.143 0.043 0.230 0.038

Notes: Real Exchange Rate indicates the logarithm of the real effective exchange rate; Trade Bal-
ance is the relative trade balance as a share of GDP; GDP per capita is the logarithm of real relative
GDP per capita; Public Expenditures is the logarithm of relative government expenditures as a
share of GDP; Public Debt is the logarithm of relative government debt as a share of GDP; Terms
of Trade is the logarithm of export to import price index ratio. All relative variables are computed

by the author using trade shares provided by Bayoumi et al (2005) using the set of countries listed
in data section.
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Table 4: Panel Cointegration Regressions

Panel A: Long-Run Relation 1) (2)
Trade Balance -1.74 -1.76
(0.05)***  (0.05)***
GDP per Capita -0.05 -0.07
(0.03)* (0.03)**
Public Expenditures 0.20 0.21
(0.02)***  (0.03)***
Public Debt -0.11 -0.12
(0.03)***  (0.03)***
Terms of Trade 0.02
(0.02)
Observations 220 220
Panel B: Linear Error Correction (3) 4)
Error-Correction -0.16 -0.17
(0.05)***  (0.05)***
Constant 0.002 0.002
(0.01) (0.01)
Half-Life 3.98 3.83

Notes: The dependent variable is the logarithm of the real effective exchange rate; Trade Balance is
the relative trade balance as a share of GDP; GDP per capita is the logarithm of real relative GDP
per capita; Public Expenditures is the logarithm of relative government expenditures as a share
of GDP; Public Debt is the logarithm of relative government debt as a share of GDP; Terms of
Trade is the logarithm of export to import price index ratio. All relative variables are computed
by the author using trade shares provided by Bayoumi et al (2005) using the set of countries
listed in data section. Half-Life measured in years. Long-run relation estimated by weighted
fully modified panel ordinary least squares. Error-correction model estimated by pooled OLS.

Asterisks ***** * indicate significance at 1%, 5% and 10% levels respectively.
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Table 5: Nonlinear Error Correction: Discrete Transition Model

® (2) 3)
Error-Correction (w;; > 7) -0.42 -0.36 -0.23
(0.09)***  (0.09)*** (0.06)***
Error-Correction (w;y < 7) -0.04 -0.06 -0.06
(0.06) (0.05) (0.07)
Constant (w;; > 7) -0.04 -0.04 -0.01
(0.02)** (0.02)**  (0.01)
Constant (w;; < 7) -0.01 0.00 -0.00

(0.01) (0.01)  (0.01)
Test (Error-Correction) (13.37)*  (9.21)** (3.48)*

Test (Constant) (2.06) (3.79)* (0.11)
Half-Life (w;; > 1) 1.27 1.55 2.65
Half-Life (w;; < 1) 16.98 11.20 11.20
Estimated Threshold 0.51 0.56 0.34
Threshold Variable GPD GED NEL
Sigma-squared 0.0125 0.0129  0.0134
R-squared 0.23 0.21 0.17
Observations 220 220 220

Notes: The dependent variable is the change in the logarithm of the real effective exchange rate.
Half-life is measured in years. GPD, GED, and NEL denote gross public debt, gross external debt
liabilities, and net external liabilities respectively. Estimated by pooled OLS. GNR-based test for
autoregressive errors shows no trace of serial correlation across all specifications.

Asterisks ****** indicate significance at 1%, 5% and 10% levels respectively.
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Table 6: Nonlinear Error Correction: Smooth Transition Model

1 (2) (3)
Error-Correction (G(.)=1) -0.58 -0.27 -0.35
(0.23)**  (0.09)***  (0.09)***
Error-Correction (G(.)=0) 0.15 -0.06 0.03
(0.24) (0.08) (0.02)
Error-Correction, NL -0.73 -0.21 -0.38
(0.39)* (0.13)* (0.10)***
Constant (G(.)=1) -0.01 -0.03 -0.11
(0.03) (0.02) (0.04)***
Constant (G(.)=0) -0.01 -0.00 0.11
(0.02) (0.01) (0.04)***
Constant, NL 0.00 -0.03 -0.22
(0.05) (0.03) (0.07)***
Estimated Transition Parameter (¢) 5.37 11.93 1.00
(3.05)* (9.67) (0.35)***
Estimated Threshold (7) 0.54 0.50 0.34
(0.14)**  (0.07)***  (0.09)***
Half-Life (G(.)=1) 0.80 2.20 1.61
Half-Life (G(.)=0) - 11.20 -
Threshold Variable GPD GED NEL
Sigma-squared 0.0125  0.0132  0.0144
R-squared 0.24 0.19 0.12
Observations 220 220 220

Notes: The dependent variable is the change in the logarithm of the real effective exchange rate.
Half-life is measured in years. GPD, GED, and NEL denote gross public debt, gross external debt
liabilities, and net external liabilities respectively. Convergence of estimates is always achieved
within 500 iterations. Estimated by nonlinear least squares. GNR-based test for autoregressive
errors shows no trace of serial correlation across all specifications.

Asterisks ****** indicate significance at 1%, 5% and 10% levels respectively.
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Table 7: Standard Deviations

D (2)
d(GADP) 0.091 0.159
d(NEER) 0.584 0.298
d(INF DIF) 0.576 0.333
Regime Wit <T Wit > T
Observations 156 64

Notes: d(NEER) is the change in the logarithm of the nominal effective exchange rate, d(INF
DIF) is the inflation differential with respect to trading partners, and d(GAP) is the change in the
misalignment. Gross public debt is used as the threshold variable w;;.
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Table 8: Real Exchange Rate Variance

Wy (2) 3) 4)
d(NEER) 0.72 0.81 0.71 0.82
(0.05)***  (0.05)***  (0.05)*** (0.04)***
d(INF DIF) 0.73 0.92 0.73 0.96
(0.05)***  (0.06)***  (0.05)*** (0.06)***
L.d(NEER) -0.12 -0.10 -0.15 -0.32
(0.05)***  (0.04)**  (0.08)* (0.10)***
L.d(INF DIF) -0.13 -0.13 -0.15 -0.36
(0.04)***  (0.04)*** (0.07)**  (0.11)***
L.d(GAP) 0.03 0.27
(0.07) (0.11)**
R-squared 0.62 0.90 0.62 0.91
MR-squared (NEER) 0.61 0.84 0.60 0.85
MR-squared (INF DIF) 0.56 0.78 0.56 0.80
Regime Wit < T Wit > T Wit < T Wit > T
Observations 156 64 156 64

Notes: The dependent variable is the change of the real effective exchange rate misalignment.
d(NEER) is the change in the logarithm of the nominal effective exchange rate, d(INF DIF) is the
inflation differential with respect to trading partners. L.VAR is the lag of variable VAR. Gross
public debt is used as the threshold variable w;;. Estimated by pooled OLS. GNR-based test for

autoregressive errors shows no trace of serial correlation across all specifications.

Asterisks ****** indicate significance at 1%, 5% and 10% levels respectively.
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Appendices

A A Two-Sector Open Economy Model

Firms

Consider an open economy that produces two goods, tradables and nontradables. Out-
puts are given by Cobb-Douglas production functions of the labor and capital employed,
with the non-traded sector requiring a fixed factor (normalized to 1) in addition

Yr = ApLSF KoK (A1)
and
Yy = ANLOEERx (A2)

where 8; + B < 1, ar, + ag = 1 and the A; are productivity shifters. Both labor and
capital are mobile intersectorally. As is standard, we assume international mobility of
capital, but immobility of labor. Because of the fixed factor, the nontraded sector gener-
ates non-zero profits that are distributed to consumers.3* The price of the traded goods
is equal to the world price of 1.

The world interest rate determines the capital to labor ratio in the traded sector, which
in turn determines wages in terms of traded goods prices in both sectors. Using the first-
order conditions, it can be shown that the capital to labor ratio in traded and nontraded

sectors are proportional.

Consumers

Consumers maximize the present discounted value of the instantaneous utility function
U=1InC — (14 1)"' L't subject to the flow budget constraint present in each period

AB=rB+r(Kr+ Kn)+w(l—7)(Lr+ Ly) — PC+1ly (A.3)

where B is an internationally trade bond that pays the fixed rate v, IIy = (1 — 8, — B ) PnYn
is the aggregate profit in the non-traded sector and 7 is the rate of distortionary taxation.
The rate of capital depreciation is set equal to zero.’> We further assume a unitary elas-

ticity of substitution between traded and nontraded goods.

%For the standard treatment without a fixed factor see Obstfeld and Rogoff (1996).
*Since our interest is in steady-state relations, a zero depreciation rate of the capital stock allows us to
disregard the investment process altogether.
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The intratemporal labor-consumption optimality condition sets the ratio between

marginal utilities of effort and consumption equal to the real wage
o L% (A4)

Furthermore, the optimal allocation of consumption between traded and non-traded
goods requires that
Cy =~P} 'Cand Oy = (1 —v) P}C (A.5)

where P = P} and C = (1 — )1 477C;77C},. Note that P is the welfare-based price
index consistent with the definition for C. Assuming that the price of nontraded goods
in the rest of the world is fixed and normalized to 1, changes in P correspond to changes
in the real exchange rate.

Government

The government consumes both traded and nontraded goods. To finance spending, it
can borrow or tax labor income. Thus, the flow budget constraint facing the government
takes the following form

AD +1wL =rD + Gy + PyGy (A.6)

where D is the level of public debt, and G and Gy are the levels of public consumption

of the traded and nontraded goods respectively.

Equilibrium

Equations characterizing the equilibrium in the labor market and nontraded goods mar-
ket are given by
L=Lyx+Lp (A7)

and
Yy =Cn+Gn (AS)

Combining equations (A.6) and (A.3) along with the firms’ first order conditions we de-

rive the following equation describing equilibrium in the traded goods market
AN =rN +Yyr —Cp —Grp (A.9)

where N = B — D is the net foreign asset position.
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Solution

Table A at the end of this appendix summarizes the system. Our primary interest is in
the long-run relation between the real exchange rate, productivities, net foreign asset po-
sition, public debt and fiscal spending. Accordingly, we first solve the system for the
benchmark steady state in which the net foreign asset position, public debt, fiscal spend-
ing and taxes are set equal to zero, while sectoral productivity levels are normalized to
one. It is possible to show that equilibrium labor in the benchmark steady state is given

by

L=((1—7)ag+7B) 7 (A.10)

while in the traded and non-traded sectors by Ly = 0L and Ly = (1 —0) L, where
0 =8, ((1 =) ar+76,)""
Defining N = (B — D) vt D = DY !, G, = G,Y; ! for i = T, N and all other
X = (X — X) X! as percentage deviations from corresponding steady state values X,
we next log-linearize the general system around the aforementioned benchmark. The
first equation of interest is the linearized version of the long-run government constraint
1-60,. 1-860 0

T=r D+ Gr+ Gy (A.11)
ay, ar BL

which states that in the long run, for a given level of public spending, higher public debt
is associated with a higher tax rate.

The second equation of interest is that of the real exchange rate given by

p o _1752,7—'— ¢(11+92;5FTN+ ’Y(laLﬁK)AT_AN (A12)
I+vA=0)Br s Y (1L—0)18p -
* 144 On ==y T

where 8 = 1— 3, — . Equation (A.12) shows that a positive net foreign asset position,
generating a positive wealth transfer from the rest of the world, is associated with an ap-
preciated exchange rate. Higher productivity in the traded sector or lower productivity
in the nontraded sector causes an appreciation of the real exchange rate via the Balassa—
Samuelson mechanism. Regarding public consumption, for a given level of the tax rate,
higher government spending on nontraded goods or lower expenditure on traded goods
is linked to a rise in the real exchange rate.

Finally, equations (A.11) and (A.12) show that higher public debt is correlated with
more depreciated exchange rates. To see why this happens, note that the relative price
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of nontraded goods is determined by the intersection of relative demand and supply

curves. More specifically, relative demand and relative supply are given by
RD = —PN—FGN—GT—FTN

and
RS =Yy — Y7
where
Yr = OjLAT+fLT, Yy =Ay+ iIL{AT + (B + Bxk) Ly
and equilibrium labor supply is governed by

0 - 1-6 4 1-6 - 1

L = 26 G — N——
119 Y139 T 1v ™ T v

i I S U (v |

Ly = Cr— Gy — N -

4 119 T 1+ YN v D T 1xel

) L +p(1—0), $1-0) . Q-0 o 1
Iy = Gy — G N-

N 1ty N 1y T Ty U 149

(A.13)

(A.14)

(A.15)

With these equations in mind, the reasoning behind the negative link becomes more

transparent. In the long run, for a given level of public spending, high public debt is as-

sociated with a higher tax rate. A high tax rate, in turn, reduces aggregate labor supply

proportionally in both sectors. Due to the fixed factor of production in the nontraded

sector however, contraction in the supply of nontraded goods is smaller than the con-

traction in the supply of traded goods. This increases the relative supply of nontraded

goods causing the relative price of nontraded goods to decline.



Table A: The System
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Yo = ApLyp (%)1_(1

aAr <KT>17Q =w
BLPNANLBLWK 1 (LN)ﬁK W
LYv=21%(1-71)

P::F%
Yr=Cr+Gpr—rN
L=Ly+ Ly

Yy = Ay L3 tPx (

(1—a)Ar (%)

BrPrANLRF P (

Cr = PTVPNCN
Cl ’Ycr’Y

)5K—1
=r
N

TwLA—T[)+(}r+hRNGN

B Country List

Primary sample: Argentina, Brazil, Chile, Mexico, Peru, Indonesia, Malaysia,

Philippines, Thailand, Korea.

Trading partners: United States, United Kingdom, Austria, Belgium, Denmark, France,

Germany, Italy, Netherlands, Norway, Sweden, Switzerland, Canada, Japan, Finland,

Greece, Ireland, Portugal, Spain, Turkey, Australia, New Zealand, South Africa, India,

Singapore, China.



