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Summary

Cavity polaritons are particles which are formed from photons confined to a cavity coupled to electronic excitations such as semiconductor excitons. Since the observation of cavity polaritons in 1992, there has been considerable interest in the quantum statistical behaviour of cavity polaritons. This thesis is a theoretical study of one of the most spectacular quantum statistical behaviours, Bose condensation, for cavity polaritons.

In this thesis, we investigate Bose condensation of cavity polaritons in a generic model of photons interacting with electronic excitations. The model we consider is a generalisation of the Dicke model, familiar from quantum optics. It consists of a single bosonic oscillator, describing the electromagnetic field in a cavity, interacting with a large number of two-state oscillators with a distribution of energies. These oscillators could represent, for example, excitons bound to traps in a disordered semiconductor.

Bose condensation is a phenomenon associated with conserved particles in thermal equilibrium. Thus to investigate Bose condensed polaritons we study the thermodynamics of the model at a fixed number of polaritons. We do this using two techniques: a variational approach, and a more powerful path-integral technique. The latter allows us to give an essentially exact description of both the thermodynamics and the excitations of the model.
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Chapter 1

INTRODUCTION

A polariton [1, 2] is the quantum of the electromagnetic field in a dielectric. The behaviour of light in a dielectric is governed by the properties of polaritons, not the properties of photons. The textbook model of a dielectric as a set of classical harmonic oscillators displays much of the basic physics of polaritons. A plane wave eigenmode of the bare electromagnetic field induces an oscillating polarisation in the microscopic oscillators. If these oscillators are dense on the scale of the wavelength of light then the induced macroscopic polarisation will be a plane wave of the same wavevector and frequency as the driving field, which is therefore coupled to the original eigenmode of the field. Each eigenmode of this coupled system is a polariton: a mixture of a plane wave of the electromagnetic field and a plane wave polarisation.

1.1 Excitons

The polarisability of dielectrics can come from both the lattice and the electronic states, so we can have polaritons formed from photons coupled to phonons and from photons coupled to electronic excitations. The classic example of an isolated electronic excitation which can be directly coupled to light, and so forms polaritons, is an exciton in a direct-gap semiconductor [3].

The bandstructure of an idealised direct-gap semiconductor, shown in Fig. 1.1, consists of a completely filled valence band and a completely empty conduction band. The extrema of the conduction and valence bands are both at the centre of the Brillouin zone. It is possible for such a semiconductor to absorb a photon by transferring an
Bose Condensation in a Model Microcavity

Figure 1.1: An idealised bandstructure for a direct-gap semiconductor, in the vicinity of the Fermi energy and the centre of the Brillouin zone, comprising a completely filled valence band and an empty conduction band. The arrow depicts an electronic excitation of such a semiconductor in the absence of electron-electron interactions, in which an electron is transferred from the valence to the conduction band, leaving a hole in the valence band.

electron from the valence band to the conduction band, so that a photon is converted into an electron-hole pair. Since an electron and a hole have opposite charges, such an electron-hole pair can lower its energy by using the Coulomb interaction to form a bound state known as an exciton. An exciton is the lowest energy excited state of a pure semiconductor.

It is customary to consider two limiting types of excitons, depending on their size: Frenkel excitons are tightly bound atomic scale objects, while Wannier excitons are weakly bound objects which extend over many lattice spacings. For the moment we consider the latter limit, which is realised in most of the common inorganic semiconductors.
Because a Wannier exciton extends over many lattice spacings, it can be described without reference to the microscopic structure of its constituent electronic states. It is sufficient to treat the electron and hole as particles propagating in free space, with the effects of the lattice on the motion of these particles taken into account by effective masses. Thus the singly excited states of the semiconductor, consisting of one electron and one hole, are described by an effective Hamiltonian

\[
H = \frac{p_e^2}{2m_e} + \frac{p_h^2}{2m_h} - \frac{e^2}{4\pi\varepsilon_r \varepsilon_0 |r_e - r_h|},
\]  

where \(r_e\) and \(r_h\) are the positions of the electron and hole and \(p_e\) and \(p_h\) their momenta. We have assumed that the effective masses of the electron and the hole, \(m_e\) and \(m_h\), are isotropic. The electron and the hole interact through the Coulomb interaction in the dielectric background of the semiconductor; the relative permittivity \(\varepsilon_r\) of the semiconductor takes into account the screening of the interaction by the remaining valence electrons and the lattice.

The Hamiltonian (1.1) is analogous to that of the hydrogen atom, with the masses of the electron and proton replaced with effective masses, and the dielectric constant of the vacuum replaced with that of the semiconductor. Its eigenstates comprise a series of bound states, the excitons, and a continuum of ionized states describing unbound electrons and holes. Using \(\mathbf{R}\) to denote the centre of mass coordinate and \(\mathbf{r}\) the relative coordinate of the electron and hole, the bound states may be written as

\[
F(\mathbf{R}, \mathbf{r}) = \frac{1}{\sqrt{V}} e^{iQ \cdot \mathbf{R}} \phi_n(\mathbf{r}).
\]

The first term in the wavefunction (1.2) describes the free motion of the centre of mass of the exciton. The second is a hydrogen-like bound state in the relative motion, with principal quantum number.
n = 1, 2, 3, . . . . The binding energy is, in eV,

\[ eE_b = \frac{e^2}{8\pi\epsilon_r\epsilon_0 a_0 n^2}, \]

where the exciton Bohr radius is

\[ a_0 = \frac{4\pi\epsilon_r\epsilon_0 \hbar^2}{e^2 \mu}, \]

and \( \mu \) is the reduced mass of the electron and hole. We see that for small effective masses and large dielectric constants the exciton is indeed weakly bound and large, so that the effective mass approximation is consistent. As an example, the relative permittivity of GaAs is \( \sim 10 \) while the ratio of the reduced mass to the bare electron mass is \( \sim 0.05 \). Thus the exciton Bohr radius is \( \sim 100\AA \) and the binding energy of the \( n = 1 \) state is \( \sim 10\text{meV} \).

Excitons are neutral excitations with an inhomogeneous charge distribution: they are *quanta of the electronic polarisation* [1, 3, 4], which can couple to the transverse electromagnetic field. To describe the coupling between excitons and light, we need the actual electronic state corresponding to (1.2). This state can be compactly expressed using the formalism of second quantization, with the Bloch states

\[ \psi_{k,l}(r) = \frac{1}{\sqrt{V}} e^{i\mathbf{k}\cdot r} u_{k,l}(r) \quad (1.3) \]

as a basis. These states are labelled by a wavevector in the first Brillouin zone, \( \mathbf{k} \), and a band index \( l \). \( V \) is a quantization volume. We use \( c_k^\dagger \) to denote the creation operator for an electron in the conduction band and \( d_l^\dagger \) the creation operator for a hole in the valence band. The electronic wavefunction for a semiconductor containing one exciton of wavevector \( \mathbf{Q} \) is a superposition of free electron-hole pair states with wavevectors near to zero

\[ |\mathbf{Q}, n\rangle = D_{\mathbf{Q}, n}^\dagger |0\rangle = \frac{1}{\sqrt{V}} \sum_k \phi_n(k)c_{k+\frac{\mathbf{Q}}{2}}^\dagger d_{-k+\frac{\mathbf{Q}}{2}}^\dagger |0\rangle. \quad (1.4) \]

For simplicity, we have taken the electron and hole effective masses to
be equal. $\phi_{n}^{\ast}(k)$ is the Fourier transform of the internal wavefunction of the exciton, $\phi_{n}(r)$, and $|0\rangle$ is the ground state of the semiconductor.

Equation (1.4) defines the exciton creation operator $D_{Q,n}^{\dagger}$. Since excitons are bound states of two fermions, they are bosons at low densities. This important property is reflected in the commutation relation for the exciton operators

$$[D_{Q',n'},D_{Q,n}^{\dagger}] = \frac{\delta_{Q,Q'}}{V} \sum_{k} \phi_{n'}^{\ast}(k)\phi_{n}(k) \left(1 - \frac{d_{-k+q}^{\dagger}d_{-k+q}}{2} - \frac{c_{k+q}^{\dagger}c_{k+q}}{2}\right)$$

$$= \delta_{Q,Q'} \left[\delta_{n,n'} + O(N_{0}^{3}/V)\right], \quad (1.5)$$

where $N/V$ is density of excitons.

1.1.1 The Exciton-Photon Interaction

In the Coulomb gauge, there is a linear coupling between the vector potential and the mechanical momentum of the electrons in the semiconductor

$$H_{int} = -\frac{e}{m} \sum_{i} A_{i}p_{i}, \quad (1.6)$$

where the sum is over all the electrons. Since we can decompose the electromagnetic field into plane waves, we begin by considering the coupling to a single plane wave of amplitude $A_{0}$ and polarisation $e_{\lambda}$,

$$A_{K}(r) = A_{0}e_{\lambda}e^{iK\cdot r}.$$ 

This plane wave couples the conduction and valence bands to each other, as well as coupling the electrons within each band. The intra-band part of this coupling is irrelevant to the optics of excitons. The remaining inter-band part of (1.6) can be written as

$$H_{int} = -A_{0} \frac{e}{m} \sum_{k} \left( c_{K+k,k}^{\dagger}d_{-k,K+k}^{\dagger}g_{c,v}^{K+k,k} + d_{-K-k,c}c_{K+k,k}g_{v,c}^{K+k,k} \right), \quad (1.7)$$
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with a coupling strength determined by the polarisation of the field and the form of the Bloch functions

\[ g_{k', k}^{n} = e_{\lambda} \cdot \frac{1}{\Omega} \int u_{k', l}^{*} \cdot p u_{k, l} dV. \]

Here the integral is taken over a single unit cell of volume \( \Omega \). The matrix element of the coupling between the ground state and a single exciton state is

\[ \langle Q, n | H_{\text{int}} | 0 \rangle = -A_{0} \frac{e}{m} \sum_{k, k'} \phi_{n}^{*}(k) \langle 0 | d_{-k + \frac{Q}{2}} c_{k + \frac{Q}{2}} c_{k'}^{\dagger} d_{-k'}^{\dagger} | 0 \rangle \]

\[ \approx -A_{0} \frac{e}{m} \delta(K - Q) \sum_{k} \phi_{n}^{*}(k) g_{c,v}^{0,0} \phi_{n}^{*}(0), \quad (1.8) \]

where we have used the fact that the exciton is large in real space to approximate the inter-band matrix element \( g \) by its value at \( k = 0 \); this is the electric-dipole approximation. In this approximation, the matrix element for the creation of an exciton is proportional to \( \phi_{n}(0) \), which is the probability amplitude that the electron and the hole are at the same point in space. Thus the s-wave excitons, for which \( \phi_{n}(0) \neq 0 \), are coupled to light provided the transition between the conduction and valence bands is dipole-allowed (i.e. \( g_{c,v}^{0,0} \neq 0 \)).

An electromagnetic field of wavevector \( K \) couples both to the discrete set of exciton states and the continuum of unbound electron-hole pair states. If the electromagnetic field is weak only a small number of excitations will be involved, and so their interaction can be neglected. We can then write an effective Hamiltonian describing photons propagating in a semiconductor

\[ H = H_{\text{field}} + H_{e-ex} + H_{\text{int}}, \quad (1.9) \]

where \( H_{\text{field}} \) describes the bare electromagnetic field, \( H_{e-ex} \) the bare electronic excitations, and \( H_{\text{int}} \) the coupling between the electromagnetic field and the electronic excitations. Since this Hamiltonian is linear we will write only part of it, describing a single exciton transi-
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tion and a single polarisation of the photons. The free part is
\[
H_{\text{field}} + H_{e-ex} = \sum_k E_\psi(k)\psi_k^{\dagger}\psi_k + E_{ex}(k)D_k^{\dagger}D_k, \tag{1.10}
\]
where \(\psi\) is the photon annihilation operator and \(D\) the exciton annihilation operator. The photons and excitons have the dispersion relations
\[
E_\psi(k) = \hbar|k|,
E_{D}(k) = E_0 + \frac{\hbar^2|k|^2}{2m_{ex}}
\]
respectively, where \(E_0 = E_{\text{gap}} - E_b\) is the rest energy of the exciton and \(m_{ex} = m_e + m_h\) is the exciton mass. Combining the standard decomposition of the free electromagnetic field into plane wave eigenstates
\[
A(x) = \sum_k \sqrt{\frac{\hbar c \mu_0}{8V|k|}} e_{\lambda,e}^{K_x}(\psi_{k,\lambda} + \psi_{-k,\lambda}^{\dagger}),
\]
with the matrix element (1.8) gives the interaction between excitons and photons
\[
H_{\text{int}} = -\frac{e}{m} \sum_k \sqrt{\frac{\hbar c \mu_0}{8V|k|}} \left( \psi_k + \psi_{-k}^{\dagger} \right) \times \left( g_{e,c}^{0,0} \phi(0) D_{-k} + g_{e,c}^{0,0} \phi^{*}(0) D_k^{\dagger} \right). \tag{1.11}
\]

1.1.2 Exciton Polaritons

The Hamiltonian (1.9-1.11) is a microscopic version of the classical physics described at the beginning of this chapter: each plane wave photon is coupled to a plane wave polarisation which, at low densities where the excitons are bosons, has the dynamics of a harmonic oscillator. Let us demonstrate the formation of polaritons in this microscopic theory.

We simplify \(H_{\text{int}}\) by dropping the terms which describe the simul-
Bose Condensation in a Model Microcavity

taneous creation or annihilation of a photon and an exciton,

\[(\psi_k + \psi_{-k}^\dagger)(D_{-k} + D_k^\dagger) \to D_k^\dagger \psi_k + \psi_{-k}^\dagger D_{-k},\]

which is known as the rotating-wave approximation [5]. It is justified close to resonance, where the terms retained describe the resonant coupling between the two oscillators, while those dropped describe non-resonant processes. We take the exciton-photon coupling strength to be real, and denote it by \(g(|k|)\). At low densities where the excitons are bosons, the Hamiltonian (1.9-1.11) in the rotating-wave approximation can be diagonalized by the unitary transformation

\[
\begin{pmatrix}
 p_{k,1} \\
p_{k,2}
\end{pmatrix} = 
\begin{pmatrix}
 \cos \theta_k & -\sin \theta_k \\
 \sin \theta_k & \cos \theta_k
\end{pmatrix} 
\begin{pmatrix}
 \psi_k \\
 D_k
\end{pmatrix},
\]

from excitons and photons to two types of polariton, with annihilation operators \(p_1, p_2\). The diagonalized Hamiltonian,

\[
H = \sum_k E_1(k) p_{k,1}^\dagger p_{k,1} + E_2(k) p_{k,2}^\dagger p_{k,2},
\]

describes non-interacting polaritons which have the dispersion relations

\[
E_{1,2}(k) = \frac{1}{2} \left[ E_\psi(k) + E_D(k) \pm \sqrt{(E_D(k) - E_\psi(k))^2 + 4g(|k|)^2} \right].
\]

(1.12)

The polariton dispersions and the mixing angle \(\theta_k\) are illustrated in Fig. 1.2. Near to the resonance of the bare excitons and photons the polaritons are significantly different from excitons or photons, and the polariton dispersions show the level repulsion characteristic of coupled oscillators. This region is often referred to as the strong-coupling regime, because it cannot be described by perturbation theory in the

\footnote{This figure shows up a peculiar feature of the dispersion (1.12): at zero wavevector, the energy of the lower polariton lies below the energy of the vacuum. This implies that the conventional ground state of a dipole-active semiconductor is unstable, an incorrect result which is an artifact of the rotating wave approximation.}
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Figure 1.2: Illustration of the polariton (red), photon (solid black) and exciton (dashed black) dispersions in a bulk semiconductor, and the corresponding variation in the mixing angle $\theta_k$ with wavevector.

coupling. This can be seen by noting that the polariton energies do not have a Taylor expansion in $g$ when

$$|E_\psi(k) - E_D(k)| < g.$$ 

1.2 Cavity Polaritons

In 1992, Weisbuch et al. [6] demonstrated the strong-coupling regime for excitons coupled to photons confined in a wavelength-sized cavity. Such a cavity is referred to as a microcavity; the mixed eigenstates of exciton and photons which form in the strong-coupling regime of microcavities [7] are known as cavity polaritons.

The system studied by Weisbuch et al., illustrated in the top part
The experimental set up of Weisbuch et al., adapted from [6]. The upper part of the figure illustrates the basic structure of their planar microcavity, while the lower part shows the band-structure which actually forms this device. Only the beginning of the mirror stack is shown. The actual system contains several quantum wells at the centre of the cavity, rather than the single well illustrated here.

of Fig. 1.3, is essentially a Fabry-Pérot resonator containing a set of quantum wells. It is constructed from layers of (Ga,Al)As with various dopings, producing a bandstructure for the conduction band shown in the lower part of Fig. 1.3. The mirrors are distributed Bragg reflectors, which are interference devices constructed by using alternating layers of doping to produce alternating layers of high and low refractive index. Choosing the optical thickness of each layer to be $\lambda/4$ produces a mirror with a very high reflectivity over a broad range of wavelengths (a “stop-band”) centred on $\lambda$.

Photons in such a planar cavity, with energies inside the stop-band of the mirrors, are quantized in the direction perpendicular to
the plane of the mirrors. They have allowed wavevectors

$$|k_z| = \frac{\pi m}{L} \quad m = 1, 2, 3 \ldots,$$

where $L$ is an effective separation for the mirrors which takes into account the finite penetration of the field into the mirrors [7]. There is no confinement parallel to the mirrors however, so that each of these confined modes is associated with a continuum of propagating modes with an in-plane dispersion

$$E_p(k) = \hbar c |k| = \hbar c \sqrt{k_z^2 + |k_n|^2} \approx \hbar c \left( |k_z| + \frac{|k_n|^2}{2|k_z|} \right).$$  \hspace{1cm} (1.13)

The low lying electron and hole states in the microcavity are confined in an analogous way by the quantum wells, so that lowest energy electronic excitations are two-dimensional excitons in each of the wells. Each two-dimensional exciton is formed from electron and hole states in the lowest subband of the quantum well. Such a two-dimensional exciton is more strongly bound than the three-dimensional exciton, with a binding energy increased by as much as a factor of four.

The size of the optical cavity is chosen so that photons with $k_n = 0$ and a small $m$, typically $m = 2$, are close to resonance with the quantum well exciton. The quantum wells are positioned at an antinode of the field for these photons, so that they are coupled to the excitons. In this configuration, photons with other values for $k_z$ are far removed in energy and may be ignored.

The conventional picture [6] of these confined polaritons is similar to the microscopic theory of bulk polaritons discussed in subsection 1.1.2. The quantum well is assumed to be translationally invariant parallel to the plane of the mirrors, so that the excitons are propagating states with a well defined in-plane wavevector $k_n$. Momentum conservation in the plane then ensures that each of these exciton states is coupled only to a single mode of the electromagnetic field with the
same in-plane wavevector. Thus the form of the Hamiltonian is identical to (1.9-1.11), and the polariton energies are given by (1.12) with the two-dimensional photon dispersion (1.13). The resulting polariton energies are illustrated in Fig. 1.4.

Cavity polaritons are coupled to photons outside the cavity due to the finite mirror reflectivity. Because of this, they can be directly probed in properties such as the reflectivity or luminescence spectra of the cavity. While bulk polaritons can also be probed in this way, the interpretation of bulk measurements is complicated [2, 7] by two delicate issues: the photon-polariton coupling at the interface, and the transport of polaritons in the crystal. Understanding the coupling is difficult because the interface breaks momentum conservation, so that there can be polaritons with two different wavevectors inside the sample coupled to photons of a single wavevector outside. This does not
occur in the cavity system, because there is no longer a component of the wavevector perpendicular to the interface. Describing bulk luminescence requires a theory of transport because it is only at the surface of the sample that polaritons are coupled to photons; again, this issue does not arise for cavity polaritons, since there is no transport to the interfaces.

Another advantage of cavities over bulk systems for studying the strong-coupling regime is the ability to tune the energy of the photons through the energy of the excitons. This can be done either by varying the in-plane wavevector, i.e. making measurements at finite angles of incidence, or by varying the length of the cavity. The length of the cavity can be varied in a single experiment, by growing the cavity as a wedge shape and making measurements at different positions on the sample.

Cavity polaritons were first reported in the normal-incidence reflectivity spectra shown as Fig. 2 of Ref. [6]. The different curves correspond to different detunings between the bare exciton and photons, obtained by varying the size of the cavity as discussed above. In general, the reflectivity dips sharply at the energies of the two \( k_\parallel = 0 \) polaritons, since it is only at these energies that the incident photons can be transferred across the cavity; the amplitude of these dips varies with the photon component of the polariton. Far from resonance one of the polaritons has almost no photon component, so only a single dip is visible on the top left curve. As the cavity is tuned towards resonance, both polariton branches acquire a significant photon component, so two dips can be seen in the reflectivity. The symmetrical curve occurs exactly at resonance, when the two polaritons are equal mixtures of exciton and photon. Because of the characteristic level repulsion of the strong-coupling regime, the polariton energies are different even when the exciton and photon are degenerate.

There is a great deal of physics in these systems beyond that in the two-dimensional analog of (1.9–1.11). An important issue is the presence of damping, and hence finite linewidths, for both the exciton and the photon. This is relevant because the strong-coupling regime only exists when two sharp resonances are coupled together. For the strong-coupling regime to exist for damped excitations, the linewidths
must be small compared with the coupling strength

$$\gamma \lesssim g.$$  

This condition applied, for example, to the exciton linewidth means that the polarisation induced by the cavity field must remain long enough for the cavity field to respond to its creation. The requirement (1.14) prevents strong-coupling behaviour for an isolated, excited atom in free space since, as there is no momentum conservation, the atom couples to a continuum of photon modes. The formation of mixed modes is then replaced with irreversible decay of the atom as the excitation is transferred into the continuum.

The cavity modes are damped by the escape of photons. The confined mode, $k_\parallel = 0$, only decays because of the finite reflectivity of the mirrors. It typically has a lifetime of a few picoseconds, corresponding to linewidths of the order $0.1$–$1$ meV. At a simple level, we can include this linewidth as an imaginary part in the photon energy. In Fig. 1.5, we plot the polariton energies (1.12) as a function of the imaginary part of the photon energy, when the exciton and photon are resonant and the exciton is undamped. Note the reduction and eventual disappearance of the level repulsion, characteristic of the strong-coupling regime, as the damping increases.

The broadening of the exciton and the destruction of the strong coupling behaviour is connected to another important issue in these systems: nonlinearity [8, 9]. So far we have assumed that the excitation of the quantum well is negligible, so that the interaction between excitations can be neglected. Such a theory describes the linear optical properties of the microcavity. If we probe the cavity using stronger fields, we will create a finite density of excitons and unbound electron-hole pairs in the quantum wells. If this density is not too high excitons continue to exist, although they may be shifted in energy and acquire a lifetime as a result of the interactions. The coupling between excitons and photons can also be reduced, for two main reasons: (1) At finite densities, the exclusion principle blocks the creation of an exciton from a photon. The electron-hole pair states which are already occupied are not available for the formation of further excitons. This nonlinearity is known as “phase space filling”. (2) The Coulomb inter-
action between the electron and hole in the exciton can be screened by the other excitations. Thus the exciton will be larger, and hence more weakly coupled to light. With increasing density, this screening process eventually completely destroys the excitons. Since increasing excitation can increase the exciton linewidth and decrease the exciton-photon coupling, increasing density eventually violates the inequality (1.14) and destroys the strong-coupling regime. While this has been demonstrated experimentally [10, 11], there is no consensus concerning the importance of the different nonlinearities to the destruction of the strong-coupling regime.

Since these pioneering experiments using GaAs quantum well excitons in planar optical cavities, there have been several other realisations of cavity exciton-polaritons, using different geometries and approaches to photon confinement, or different materials containing...
excitons. Polaritons have been realised in photon wires [12] and in pillar microcavities [13,14]. Alternative dielectrics which have been used in planar optical cavities include films of organic semiconductor [15,16], bulk GaAs [17], and (Zn, Cd)Se quantum wells [18].

These more recent realisations of cavity polaritons show up a flaw in the conventional picture discussed above. This picture is based on a perfect, infinite quantum well, where the bare electronic excitations are propagating states with a well-defined momentum. Thus microscopic momentum conservation ensures that each exciton is coupled only to a single cavity mode, so that the condition (1.14) can be obeyed despite the presence of a continuum of cavity modes with different $k_{||}$. Yet the real systems in which polaritons are observed contain structural disorder, and all but one are two-dimensional. In these two-dimensional disordered systems, the excitons are localised rather than propagating states. If the localisation length is long compared with the wavelength of light, one could believe a picture based on microscopic momentum conservation. However, given the long wavelength of light, this is unlikely to be true in any of these systems. The problem is particularly clear for organic semiconductors, which are often highly disordered at the molecular level.

Structural disorder in quantum well systems [19–22] has a variety of origins. For example, one source of disorder is fluctuations of the alloying concentration across the sample; another is that the interfaces of the quantum well are not perfectly flat. It is generally assumed that this disorder is weak compared with the binding energy of the exciton, so that it may be treated as a potential acting on the centre of mass of the exciton. Thus the quantum well contains a set of exciton states with localised centre of mass wavefunctions. The energy distribution of these localised states corresponds to an inhomogeneous linewidth for the exciton, which is typically a few meV. This is actually the dominant broadening mechanism for quantum well excitons at low densities, far more important than any actual damping of the exciton. The correlation length of the disorder potential, and hence the spatial extent of the exciton, depends on the growth conditions of the sample [23]. In GaAs, this correlation length seems to vary between a few times the exciton Bohr radius and about ten times the exciton Bohr
radius [24].

There are two reasons why strong-coupling behaviour can be realised using localised excitations for which there is no microscopic momentum conservation, despite the condition (1.14). The first reason, which was mentioned at the beginning of this chapter, applies when there are many microscopic excitations in one wavelength of light. The excitations which couple to light are then coherent superpositions of many microscopic excitations. So long as the microscopic excitations remain mutually coherent, i.e. so long as the homogeneous linewidth of the excitations is small, this collective state couples only to one field mode. Interference of the microscopic polarisations effectively restores macroscopic momentum conservation. This is why strong-coupling behaviour shows up in the refractive index of sodium vapour [2]. The second reason is that optical cavities can produce sharp resonances in the photon density of states\(^3\), so momentum conservation may not be required at any level. This is why strong-coupling behaviour has been observed for a few hundred sodium atoms in an optical cavity [25].

These considerations suggest that the conventional model of cavity polaritons, based on microscopic momentum conservation, is inappropriate in many experiments, and that a more appropriate model is a single mode of the electromagnetic field coupled to many microscopic excitations. In this thesis we will study one such model, a generalisation of the Dicke model [26, 27].

1.3 THE DICKE MODEL

The Dicke model, which is one of the basic models of quantum optics, was originally introduced to study the radiative decay of a gas. It treats each molecule in the gas as a two-state oscillator, corresponding to two possible electronic states of the molecule. The transition

\(^3\)This depends on the cavity structure: the density of photon states in three-dimensional cavities would be completely discrete, but in an idealised planar cavity it would be the usual two-dimensional stepped density of states. In fact, it seems likely that the photon density of states in a real planar cavity has peaks at the energies of the \(k\parallel = 0\) modes, since these are only damped by the escape of photons through the mirrors, while the propagating modes can escape through the sides of the cavity.
between these two states occurs through the electric-dipole interaction with a single mode of the electromagnetic field. All other degrees of freedom of the molecules, including their dispersion, are neglected, as are any direct interactions between molecules.

As Dicke noted, a two-state oscillator is equivalent to a spin of magnitude one-half. Thus we can write the Hamiltonian of the Dicke model in a spin notation. The two eigenstates of $\sigma_n^z$, with eigenvalues $\pm \frac{1}{2}$, correspond to the two electronic states of the $n^{th}$ molecule. Using $E_g$ to denote the energy separation of these eigenstates, $g$ the strength of the electric-dipole transition between them, and $\omega_c$ the energy of the photon, we write the Hamiltonian of the Dicke model as

$$H = \omega_c \psi^\dagger \psi + \sum [E_g \sigma_n^z + g \left( \sigma_n^+ \psi + \psi^\dagger \sigma_n^- \right)],$$

(1.15)

where the summations are over the $N$ different molecules. We have made the rotating wave approximation, as on page 8. For simplicity, we have also assumed that the amplitude of the field mode at each molecule is the same for all the molecules, so that the coupling strength $g$ does not depend on the index $n$.

There is an upper bound on the excitation of the molecules in the Dicke model, because the exclusion principle for the electrons prevents more than a single excitation existing on any one molecule. This saturation nonlinearity does not appear directly in the Hamiltonian (1.15), but is concealed in the commutation relations of the spin operators. While much of the present thesis concerns this nonlinearity, it is irrelevant for weak excitation. The model (1.15) then contains essentially the same physics as our earlier bosonic Hamiltonian (1.9-1.11).

Let us define, following Dicke [26], the total pseudospin operator $S$ for the two level oscillators. The components of this spin are related in the obvious way to the components of the constituent spins $S^{x,y,z} = \sum \sigma_n^{x,y,z}$. Physically, $S^z$ measures the total excitation, and $S^+$ the total dipole moment, of the gas. Note that the squared magnitude of the pseudospin, $S^2$, with eigenvalues $S(S+1)$, is a conserved quantity.

The equivalence between the Dicke model and our earlier bosonic Hamiltonian exists because the photon is coupled to collective excitations of the gas. These excitations are created and annihilated by the
operators $S^\pm$. When the number of excited molecules $N_{ex} = S^z + N/2$ is small compared with the total number of molecules $N$, the commutation relation for these operators is a large number with a small operator part:

\[
[S^-, S^+] = -2S^z = N - 2N_{ex} \sim N.
\]

Thus, apart from a normalisation, the operators $S^\pm$ obey a bosonic commutation rule in the low excitation limit.

We can formalise this equivalence using the Holstein-Primakoff representation [28] for the spin operator $S$. This transformation allows us to linearise the spin model (1.15) around the unexcited state, which is the state with

\[
S^z \mid 0 \rangle = -\frac{N}{2} \mid 0 \rangle
\]

\[
S^2 \mid 0 \rangle = \frac{N}{2} \left( \frac{N}{2} + 1 \right) \mid 0 \rangle.
\]

The appropriate transformation, which expresses the operators for a spin of magnitude $S$ in terms of a bosonic annihilation operator $D$, is

\[
S^+ = D^\dagger \left( \sqrt{2S - D^\dagger D} \right) \quad (1.17)
\]

\[
S^- = \left( \sqrt{2S - D^\dagger D} \right) D
\]

\[
S^z = D^\dagger D - S.
\]

In this representation, the ground state $\mid 0 \rangle$ is the vacuum state of these new bosons, and $D^\dagger D$ is the number of excited molecules. For weak excitation we may retain only the leading terms in the expansion of the square roots in (1.17). Inserting these leading terms into the Hamiltonian (1.15) recovers a bosonic model of the form (1.9-1.11). Note that while we could perform this procedure at finite excitations, the result would be a model of interacting bosons. The difference, (1.16), between the operators $S^\pm$ and the bosonic creation and annihilation
operators corresponds to interactions between the excitations.

1.4 Polaritons in Disordered Systems

We can generalise (1.15) to describe cavity polaritons in disordered electronic systems. Provided the electronic excitations are small compared with the wavelength of light, we can treat them as point-like objects just like the molecular excitations discussed by Dicke. Each two-level oscillator then corresponds to the presence or absence of a particular localised excitation. For example, in a quantum well each oscillator is associated with a particular eigenstate of the disorder potential, labelled by the variable \( n \). The interaction between different excitations is irrelevant to the description of the weakly excited states of the system, so can be ignored just as in (1.15). The restriction to single occupancy may or may not be physical, but since it is irrelevant to the weakly excited states we may retain it. The only generalisation we must make is to allow the energy of the two level oscillators, and possibly the coupling strength, to vary between excitations. Thus we allow \( E_g \) and \( g \) to depend on \( n \). We change notation slightly by expressing each two level oscillator in terms of two fermions with annihilation operators \( a \) and \( b \), subject to the constraint

\[
\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b} = 1.
\] (1.18)

The Hamiltonian describing cavity polaritons for localised excitations is then

\[
H = \sum_n \frac{E_g(n)}{2} \left( \hat{b}^\dagger \hat{b} - \hat{a}^\dagger \hat{a} \right) + \omega_c \psi^\dagger \psi + H',
\] (1.19)

\[
H' = \frac{1}{\sqrt{N}} \sum \left( \hat{b}^\dagger \hat{a} \psi + \psi^\dagger \hat{a}^\dagger \hat{b} \right).
\]

Note that we have redefined the coupling constants by substituting \( g \to g/\sqrt{N} \). This redefinition is necessary for the limit of many electronic states in the cavity, \( N \to \infty \), to be well defined.

The model (1.19) was used to investigate polaritons in a disordered system by Houdré et al. [29]. The central results of their paper are that (1) an inhomogeneous linewidth has the same effect on the level
splitting as a homogeneous linewidth (see the top panel of Fig. 1.5), and (2) an inhomogeneous linewidth does not, in general, produce a linewidth for the polaritons (unlike the bottom panel of Fig. 1.5). Both of these can be understood on physical grounds. Recall that a driven oscillator radiates at its driving frequency, with an amplitude determined by how far off resonance it is driven. Thus an inhomogeneous broadening decreases the amplitude of the macroscopic polarization induced by the cavity mode in the microscopic oscillators, as the oscillators move out of resonance, but does not produce any linewidth for this polarization. Hence the polariton splitting is reduced by the inhomogeneous broadening, but not, in general, broadened.

When the electronic system is not completely homogeneous on the scale of the wavelength of light we expect some weak scattering of the photon into other wavevectors. Therefore, when the correlation length of the disorder is a finite fraction of the wavelength of light, we would expect some contribution to the polariton linewidth beyond that predicted by models like (1.19). However, even in the best quantum wells, where the correlation length might be as high as a tenth of the wavelength of the photon, this contribution is insignificant: treating the quantum well as macroscopically homogeneous gives a good account of the experimental linewidths [30,31]. This is hardly surprising, since the radiative lifetime of a single localised exciton in a GaAs quantum well is thought to be around 100ps [32], which corresponds to an insignificant linewidth on the scale of the observed level repulsions.

1.5 INTERACTIONS AND LOCALISED EXCITATIONS

We have already mentioned some of the nonlinearities for quantum well excitons. Although the dominant nonlinearities in quantum wells have a common origin in the fermionic structure of the excitons, a complete theory of these nonlinearities is extremely difficult. In general, this difficulty is compounded by the presence of disorder. However, for some of the excitations in a disordered quantum well, and for the excitations in many other dielectrics, the nonlinearities are much simpler. These localised, physically separated, saturable excitations are
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described by straightforward generalisations of the model (1.19), even at finite densities.

The most straightforward examples of such excitations are Frenkel excitons bound on impurities, and molecular excitons in organics. These are essentially electronic transitions between states of an impurity or of a molecule. The classic example of the former is the lasing transition in ruby [33], which is between the electronic states of the Chromium impurities. So long as the overlap between the orbitals of different impurities or molecules is small we can neglect the interaction between excitations on different sites. In general there will be several orbitals on each site, as well as a spin degeneracy, and possibly some interaction between excitations on the same site. The result of this will be a model which, like (1.19), comprises a set of sites, each of which can contain some small number of excitations, with no interaction between different sites.

A more subtle example is the low energy electronic excitations in a disordered quantum well. In general, these are excitons bound to traps in the disorder potential. The size of these traps is, at most, the correlation length of the disorder potential, which is typically a few times the exciton Bohr radius. Because of the fermionic structure of the excitons, each of these traps can contain only a few low-energy excitons.

A rather special example of excitons bound to traps in a disorder potential is provided by narrow (~ 30Å) GaAs quantum wells. In such narrow wells, fluctuations in the thickness of the quantum well are a significant source of disorder. These fluctuations have a natural minimum amplitude corresponding to a single atom step in one of the interfaces. This can actually split the exciton luminescence line into two parts, with the lower line produced by excitons bound in rare traps formed from monolayer fluctuations in the well thickness [19], as illustrated in Fig. 1.6.

1.6 Quantum Statistical Effects in Cavities

The term *quantum statistics* refers to the quantum mechanical treatment of indistinguishable particles. Since cavity polaritons are in-
Introduction

Figure 1.6: Illustration of low-energy excitons in a narrow quantum well. These quantum wells are believed to contain island-like structures produced by monolayer fluctuations in the thickness of the well. The figure shows a cross section of a well containing such structures. The low energy excitons sit on these islands, producing a separate luminescence line which is split off from the luminescence line produced by excitons in the narrow part of the well.

distinguishable from one another, and may be considered as quantum mechanical particles, they should display effects due to quantum statistics.

Since cavity polaritons are photons coupled to other excitations, they are bosons. The most basic quantum statistical effect for bosons is stimulated scattering. According to the Fermi golden rule, the rate of some transition is proportional to the squared matrix element of the perturbation between the initial and final states. Thus a transition which involves adding a boson to a single particle eigenstate, with occupation \( N \), occurs at a rate proportional to \( N + 1 \): the scattering into an eigenstate is stimulated (i.e. enhanced) by the particles already in that eigenstate. For photons this stimulation process is responsible for lasing.

There have been many experiments attempting to observe stimulated scattering for cavity polaritons. These experiments have focussed on the original system of a planar microcavity containing GaAs quantum wells, although II-VI quantum wells and bulk GaAs have also been used. In one type of experiment [34–36], a cavity is excited at energies above the energy of the low-wavevector polaritons. This highly excited cavity relaxes, leading to some population of the low-energy polaritons. This population is then observed as luminescence. For a weakly excited system, the relaxation is very inefficient, and the intensity of the luminescence at the energy of the \( k_\parallel = 0 \) polariton is
rather small. Most of the excitation escapes from the cavity before reaching these low energies. However, there is a threshold excitation at which this luminescence becomes much more intense. This threshold behaviour is interpreted as stimulated scattering enhancing the relaxation towards the low energy polaritons.

A much cleaner approach to observing stimulated scattering involves directly creating a large population of polaritons at a single in-plane wavevector. This is done by exciting the cavity at a certain angle with a laser tuned to the corresponding polariton energy. In the presence of this population, a large gain is observed for a weak probe beam at another wavevector [37]. This gain is interpreted as stimulated scattering of the pump polaritons by the probe polaritons. More recently, similar effects have been reported in the absence of a probe beam [38].

These experiments, as well as lasers, involve stimulated scattering far from thermal equilibrium. In thermal equilibrium, stimulated scattering produces the Bose-Einstein distribution, and is partly responsible for the celebrated phenomenon of Bose-Einstein condensation. Thus the existence of stimulated scattering for polaritons suggests the possibility of a Bose-Einstein condensate of polaritons.

1.7 Bose-Einstein Condensation

A Bose-Einstein condensate [39] is a state of matter formed when a liquid or gas of bosons is cooled below a certain critical temperature. The classic example of Bose condensation is liquid Helium-4, which becomes a Bose condensate at about 2K. It is the formation of a Bose condensate in this liquid which is responsible for its celebrated superfluidity property. A less obvious example is the superconducting transition in conventional superconductors. Once again, the superflow property in these materials is the result of Bose condensation. For many years these two examples, along with Helium-3, have provided the only realisations of Bose condensates. In the last few years a new class of examples has been added to this short list by the realisation of Bose condensation in atomic vapours.

Bose condensation is the result of the quantum mechanical treat-
ment of identical particles. This is important for point-like bosons with energy \( E \) when the spacing between particles is comparable to the de Broglie wavelength \( \lambda_B \sim \hbar/\sqrt{mE} \). We can estimate the critical temperature for a transition from a liquid or gas of point-like bosons to a Bose condensate by equating the separation between particles at a density \( \rho \) to the de Broglie wavelength at an energy \( kT \). In three dimensions this gives

\[
T \sim \frac{\hbar^2 \rho^3}{mk_B}, \quad (1.20)
\]

Bose condensates of point-like bosons are so scarce because most Bose liquids solidify long before the temperature (1.20) is reached. Only Helium, with its small mass, remains a liquid.

There are three essential properties of real Bose condensates: (1) a macroscopic occupation of one of the single-particle eigenstates, (2) macroscopic phase coherence, and (3) broken gauge symmetry. The first property marks Bose condensation as a separate state of matter, since in the familiar states of matter the occupation of any single-particle eigenstate is negligible compared with the total number of particles. In an extended, homogeneous system, macroscopic occupation of a single-particle eigenstate implies that there are long range correlations in the phase of the boson field \( \psi(r) \). This is the second property of phase coherence, meaning that the wavefunction of the macroscopically occupied state remains coherent over long distances. It is implied by the third property of broken gauge symmetry, which means that the local phase of the macroscopically occupied wavefunction acquires a well-defined value. In the absence of symmetry breaking, the number of particles in the macroscopically occupied eigenstate would suffice as an order parameter for Bose condensation. Broken gauge symmetry adds another component to this order parameter, which is the local phase of the macroscopically occupied eigenstate. The overall order parameter of the condensate is then the expectation value of the annihilation operator \( \langle \psi(r) \rangle \).

The broken gauge symmetry of a condensate is often compared to the broken rotational symmetry in a ferromagnet [40]. Even though the quantum mechanics of a magnet does not depend on its orientation, the direction of the magnetisation has a well-defined direction in
the ferromagnetic state. Analogously: even though quantum mechanics is independent of the phase of the wavefunction, for most purposes a Bose condensate is a state in which this phase adopts a well-defined value. This analogy assuages one difficulty with broken gauge symmetry: the prejudice that the phase of the wavefunction is not a physical quantity. It can be a physically meaningful quantity for certain classes of states in the limit of large numbers of particles. The same difficulty occurs in the magnetic case, since the direction of a microscopic angular momentum is not a physical quantity. But we have no problem with the direction of a macroscopic angular momentum.

Unfortunately, the standard textbook discussion of Bose condensation is in terms of a non-interacting Bose gas, and this model does not convincingly display any of the properties of real Bose condensates discussed above. However, we can introduce interactions which are so weak that they are irrelevant above the transition temperature, but generate the three properties discussed above below it. This is the weakly interacting Bose gas model studied by Bogolubov and others, which was instrumental in developing the concepts of Bose condensation.

Since weak interactions have little effect in the normal state, the instability of this state in the non-interacting gas remains instructive. The single particle eigenstates in a non-interacting Bose gas have energies

\[ E_k = \frac{\hbar^2 k^2}{2m}. \]

Adopting the usual periodic boundary conditions on a cube of side \( L \) restricts the wavevector \( k \) to lie on a cubic lattice of lattice constant \( \pi/L \). The occupation of a single eigenstate with energy \( E_k \) is given by the Bose function

\[ n_k = \frac{1}{e^{\beta(E_k-\mu)} - 1}. \]

Notice the singularity in the ground state occupation as \( \mu \to 0 \). In three dimensions this singularity acquires a physical significance, because the chemical potential can be driven to zero by cooling the gas or increasing its density. To see this, note that the number of particles
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in the gas is given by the sum over states of the occupation numbers,

\[ N = \sum_k n_k. \tag{1.21} \]

Assume for a moment that \( \mu < 0 \). Then the variation in \( n_k \) between adjacent terms in the sum (1.21) is negligible in the thermodynamic limit \( L \to \infty \). The sum may then be replaced by an integral in the usual way, giving for the density of the gas

\[ \frac{N}{L^3} = \frac{1}{(2\pi)^3} \int \frac{1}{e^{\beta(E_k-\mu)} - 1} dk. \tag{1.22} \]

But for \( \mu < 0 \), the density (1.22) has an upper bound \( \rho_c \) in three dimensions. Above this critical density the assumption that \( \mu < 0 \) breaks down.

This critical density is the point where the normal Bose gas becomes unstable. Above the critical density the distribution function \( n_k \) must vary quickly on the scale of the spacing between the levels, so that the transition from the sum, (1.21), to the integral, (1.22), is not valid. To construct such a distribution we must place a macroscopic number of particles in a non-macroscopic number of states near to the ground state. We could place all the excess density \( \rho - \rho_c \) into the ground state, so that the putative condensate would have at least the first two properties discussed above. However, there seems to be no clear reason [41] why all the excess particles should occupy just one of the single-particle states in this way.

This ambiguity is resolved by interactions [41, 42]. Because the singular states contain a macroscopic number of particles in a negligible energy range, an arbitrarily weak interaction can create a macroscopic energy difference between different singular states. In a simple Bose gas the interaction must be repulsive to prevent the gas collapsing to infinite density. Repulsive interactions select the singular distribution in which only a single quantum state is macroscopically occupied and push the other possibilities to macroscopically large energies. Attractive interactions, stabilised for example by a finite angular momentum, could select a different state [43].
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Weak interactions also produce broken gauge symmetry \[41,42\]. In the non-interacting model the ground state is a number state in the lowest single-particle eigenstate

\[ (\psi^d)^N |0\rangle. \]  

With weak interactions, the part of the ground state wavefunction describing the occupation of this single-particle eigenstate is not a number state like (1.23), but a coherent state

\[ e^{\phi \hat{\psi}^d} |0\rangle. \]  

Here \( \phi \) is the expectation value \( \langle \hat{\psi} \rangle \), which is the order parameter for the condensate. The basic reason why (1.24) is energetically favoured is that a finite interaction term mixes coherent states in the other single-particle levels into the coherent ground state (1.24). This leads to interference terms which can lower the interaction energy below that in a number state like (1.23). Furthermore, these interference terms lock the relative phases of all the single particle levels together. Once the coherent state is formed with a particular phase, it requires a finite energy to change the phase of one of the single particle states, and the gauge symmetry is broken.

While the weakly interacting Bose gas was instrumental in developing the concepts of Bose condensation, it has only found direct application with the realisation of atomic condensates. The interactions in superfluid Helium are far too strong to be treated by this theory, while in superconductors the internal structure of the particles which condense cannot be neglected.

None of the Bose condensates of condensed matter physics are formed from structureless bosons, but from bound states of an even number of fermions. If the density is sufficiently low that the spatial separation of such bound states is much greater than their size, and the temperature is low compared with their binding energy, the internal structure of the bound states may be ignored. They may be treated as simple, point-like bosons, as shown explicitly for excitons at zero temperature by the commutation relation (1.5).

The condensate in superconductors is formed from weakly-bound,
overlapping pairs of electrons known as Cooper pairs. These pairs cannot be treated as structureless bosons, and so cannot be described by the weakly-interacting Bose gas model. Nonetheless, they form a state which displays all the essential properties of a Bose condensate. But we must emphasise one important difference: while the transition in a weakly interacting Bose gas is associated with the centre of mass degree of freedom of the bosons, in the superconductor it is associated with the internal degrees of freedom of the pairs.

1.8 Bose Condensation of Cavity Polaritons

In this thesis, we will consider Bose condensation of cavity polaritons in the idealised model (1.19) of localised, physically separated, saturable excitations. Since Bose condensation is a thermal equilibrium phenomenon associated with conserved particles, we will consider the thermal equilibrium of the model (1.19) at a fixed number of polaritons. Physically, this corresponds to a situation in which polariton decay, arising from decay of the cavity mode and coupling of the electronic excitations to modes other than the cavity mode, is slow compared with the time required to reach thermal equilibrium at a fixed polariton number.

Before we can begin to explore polariton condensation, we must tackle the following inconsistency: Bose condensation is produced by interactions, while polaritons are linear response excitations. To overcome this inconsistency, we generalise the concept of a polariton to be the quantum of excitation of the coupled matter-light system. The polariton number is then the total number of photons and electronic excitations in the system. It is given by

\[ N_{\text{pol}} = L + N/2, \]

where \( L \) is the operator

\[ L = \psi^\dagger \psi + \frac{1}{2} \sum b^\dagger b - a^\dagger a. \]

\( L \) is a conserved quantity for the model (1.19).

We must also revisit our assumption that there is only a single
relevant mode of the electromagnetic field in the cavity. When considering the linear-response dynamics of a cavity we gave two reasons for this (page 17): interference effects, and the selection of field modes by a cavity. When considering thermodynamics, we cannot apply the argument based on interference effects, since as the microscopic excitations thermalise their relative phases will be destroyed. However the second argument, based on the selection of field modes by a cavity, continues to apply.

For simplicity, we will take the coupling strengths $g(n)$ in (1.19) to be constant, $g(n) = g$. The expressions which we will derive may be generalised in the obvious way to allow for a distribution of these coupling strengths. To illustrate our results, we will take the energies of the two-level oscillators either to be uniform, or to have a Gaussian distribution centred on an energy $E_0$ with variance $\sigma g$.

The thermal equilibrium of the Dicke model, (1.15), in the absence of an externally created population of polaritons, has been studied extensively since the pioneering exact solution of Hepp and Lieb [44]. These authors showed that, even in the absence of external excitation, the Dicke model has a phase transition to a Bose condensed state. This equilibrium condensate is a static, coherent state of photons: it is a ferroelectric [45]. The polariton condensate explored in the present thesis is an oscillating, quasi-equilibrium generalisation of this ferroelectric state.

In the next Chapter, we use a variational approach to find the ground state of the model (1.19) at fixed excitation $L$. In Chapter 3, we show that such a variational approach actually gives an exact description of the ground state at fixed excitation. We also consider finite temperatures, and construct a phase diagram. In Chapter 4, we use the expressions derived in Chapter 3 to study the excitations of the quasi-equilibrium states of the model (1.19). Finally, in Chapter 5 we summarise the conclusions and implications of our work, and suggest some problems for future study.
Chapter 2
THE GROUND STATE

To begin our investigation of polariton condensation, we use a variational approach to investigate the ground state of the model (1.19) at fixed excitation number \( L \). Our variational wavefunction describes a Bose condensate of polaritons beyond the low-density regime in which polaritons are conventionally understood.

2.1 A Variational Wavefunction

We must first guess a form for the variational wavefunction. To do this, recall that in section 1.3 we argued that in the limit of weak excitations the Dicke model is equivalent to a model of weakly-interacting, bosonic polaritons. In this limit the ground state must be a coherent state of polaritons. Beyond this limit we have generalised the concept of a polariton to be an excitation of the coupled system, counted by \( L \). In general, such an excitation will be a superposition of an excitation of the cavity mode and an electronic excitation. This suggests that we try the variational wavefunction

\[
|\lambda, w\rangle = e^{\lambda \psi^\dagger + \frac{1}{\sqrt{M}} \sum_n w_n b^\dagger_n |\text{vac}\rangle,}
\]

where \( \lambda \) and the \( w_n \) are variational parameters, and \( |\text{vac}\rangle \) is the state which has a single fermion in the lower state of each two-level oscillator.

The variational parameters \( w_n \) are the wavefunction for a collective excitation of the electronic states. While in the Dicke model, where the electronic excitations are all equivalent, this wavefunction must be a constant, the distribution of energies in the model (1.19) could produce non-trivial wavefunctions.
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The electronic part of the variational wavefunction (2.1) is of the same form as the BCS wavefunction for a superconductor. This can be seen by expanding the part of the exponential which involves the fermionic operators. In this way we rewrite (2.1) as a superposition of a coherent state of the photons and a BCS state of the fermions

\[ |\lambda, u, v\rangle = e^{\lambda \psi^1} \prod_n (v_n b^\dagger + u_n e^{i\phi_n} a^\dagger) |0\rangle. \]  

Here \( \lambda, u_n, v_n, \) and \( \phi_n \) are the variational parameters, and \( |0\rangle \) denotes the vacuum state with no fermions in any of the levels. By construction, this variational state obeys the single-occupancy constraints (1.18).

Since the overall phase of the state (2.2) is arbitrary, we will take \( \lambda \) to be real. We have introduced the \( \phi_n \) so that we may also take the \( u \) and the \( v \) to be real.

The amplitude of the cavity mode is given by the expectation value \( \langle \psi \rangle \), and the polarisation of the \( n^{th} \) two-level oscillator by the expectation value \( \langle b^\dagger_n a_n \rangle \). In the state (2.2) we have \( \langle \psi \rangle = \lambda \) and \( \langle b^\dagger_n a_n \rangle = u_n v_n e^{i\phi_n} \). Thus, in general, this state has both a finite amplitude of the cavity mode and a finite polarisation of the electronic states. The \( \phi_n \) are the phase differences between the electronic polarisations and the electromagnetic field in the cavity.

As well as its application to superconductors, the BCS wavefunction contained in (2.2) has been widely used to describe Bose condensed excitons, particularly by Comte and Nozières [46]. As these authors stress, this wavefunction can describe Bose condensed excitons away from the low-density limit in which excitons are simple bosons (Eq. (1.5)): it allows for the fermionic structure of the exciton. In a similar way, it allows for the fermionic structure of the electronic excitations, i.e. the saturation nonlinearity, in the model (1.19).
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2.2 Minimising the Free Energy

To find the ground state of (1.19) at fixed total excitation, we introduce a chemical potential $\mu_{\text{ex}}$ to constrain the excitation, and minimise

$$\langle H - \mu_{\text{ex}} L \rangle = \tilde{\omega}_c \lambda^2 + \sum_n \tilde{\varepsilon}_n (v_n^2 - u_n^2)$$

$$+ 2 \frac{g}{\sqrt{N}} \lambda u_n v_n \cos(\phi_n),$$

with respect to the variational parameters, subject to the normalisation conditions $u_n^2 + v_n^2 = 1$.

Although the overall phase of the condensate is arbitrary, the relative phases $\phi_n$ are not: there is only one order parameter. The relative phases $\phi_n$ are fixed by the last term in (2.3), the dipole coupling. This term ensures that all the two-level oscillators which have a finite dipole moment ($u_n \neq 0, 1$) are mutually coherent, $\phi_n = \phi$, when the energy is minimised.

Setting $\phi_n = 0$ and defining an intensive $\lambda$ by rescaling $\lambda \rightarrow \lambda \sqrt{N}$, the minima of (2.3) are given by the real solutions with $\lambda u_n v_n < 0$ to

$$\tilde{\omega}_c \lambda + \frac{g}{\sqrt{N}} \sum_n u_n v_n = 0,$$

$$2 \tilde{\varepsilon}_n u_n v_n - g \lambda (v_n^2 - u_n^2) = 0.$$
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ber. It is related implicitly to the excitation density by

\[ \rho_{ex} = \frac{1}{N} \left< \psi^\dagger \psi + \frac{1}{2} \sum_n \hat{b}_n^\dagger \hat{b}_n - \hat{a}_n^\dagger \hat{a}_n \right> \]

\[ = \lambda^2 + \frac{1}{2N} \sum_n v_n^2 - u_n^2. \quad (2.5) \]

Eliminating \( u_n \) and \( v_n \) from (2.4) and (2.5) we can rewrite these expressions as

\[ \tilde{\omega}_c \lambda = \frac{g^2 \lambda}{2N} \sum_n \frac{1}{|E_n|}, \quad (2.6) \]

\[ \rho_{ex} = \lambda^2 - \frac{1}{2N} \sum_n \frac{\tilde{\varepsilon}_n}{|E_n|}, \quad (2.7) \]

where we define

\[ E_n = \text{sign}(\tilde{\varepsilon}_n) \sqrt{\tilde{\varepsilon}_n^2 + g^2 |\lambda|^2}. \quad (2.8) \]

(2.6) is analogous to the BCS gap equation, with an order parameter \( \lambda \).

2.3 Results

To investigate the expressions (2.6–2.8) we replace the summations over sites with an integral over an energy distribution for the two-level oscillators. We take this distribution to be a Gaussian with mean \( E_0 \) and variance \( \sigma \). The remaining parameters in our quasi-equilibrium problem are then the excitation density, \( \rho_{ex} \), and the dimensionless detuning between the photon frequency and the centre of the energy distribution of the two-level oscillators, \( \Delta = (\omega_c - E_0)/g \).

For a Gaussian density of states, the summation on the right of (2.6) diverges as \( \lambda \to 0 \), and approaches zero as \( \lambda \to \infty \). Thus for any \( \mu_{ex} < \omega_c \) there is always a condensed solution, \( \lambda \neq 0 \), to (2.6): the system is condensed at arbitrarily small excitation densities. This behaviour is produced by the tails of the Gaussian distribution. Because of these tails, we have electronic excitations (“excitons”) at arbitrarily low energies, and hence also bound exciton-photon states at arbitrarily low energies.
low energies. It is impossible to populate just the excitons, because, no matter how small \( \rho_{ex} \) is, there is always a bound state involving photons below it. We expect that if the density of states has a lower cut-off, and is continuous at this cut-off, there would be a finite critical \( \mu_{ex} \) below which there is no condensed solution to (2.6).

Let us investigate the dependence of \( \mu_{ex} \) on \( \rho_{ex} \) in the absence of inhomogeneous broadening, \( \sigma = 0 \). At low densities, \( \rho_{ex} \approx -0.5 \), \( \mu_{ex} \) can be obtained from (2.6). Expanding this expression for small \( \lambda \) and comparing the leading terms, we find that \( \mu_{ex} \) is given by the conventional bosonic polariton energy \( \mu_{ex} = E_{LPB} = \frac{1}{2}[(\omega_c + E_g) - g\sqrt{\Delta^2 + 4}] \). This confirms that, at low densities, we are describing a condensate of conventional bosonic polaritons. At finite densities we calculate \( \mu_{ex} \) numerically, by solving (2.6) and (2.7) to determine \( \rho_{ex}(\mu_{ex}) \). The results are plotted in the right panel of Fig. 2.1, for \( \Delta = 0, 1 \) and 3. For a condensate of non-interacting bosonic polari-
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tons we would have $\mu_{ex} = E_{LPB}$ at all densities. Here however, the
electronic states saturate with increasing density, forcing the excita-
tions to become more photon-like. Thus the chemical potential ap-
proaches $\omega_c$ at high densities. For $\Delta > 2$ the separation between the
exciton-like and photon-like excitations persists to $\rho_{ex} = 0.5$, where
the electronic excitations are completely saturated. This results in a
discontinuity in $\mu_{ex}$ at this point, since no further excitation can be
added to the electronic states.

The dependence of $\mu_{ex}$ on $\rho_{ex}$ in the inhomogeneously broadened
case is also illustrated in the right panel of Fig. 2.1. It is qualitatively
rather similar to the homogeneous case. Instead of the finite intercept
of the homogeneous case we now have $\mu_{ex} \to -\infty$ as $\rho_{ex} \to -0.5$;
this behaviour is again caused by the tails of the Gaussian distribu-
tion. To demonstrate how $\mu_{ex}$ approaches the conventional polariton
energy $E_{LPB}$ in the homogeneous, low-density limit, we compare the
behaviour of $\mu_{ex}$ with the density of states for the linear-response ex-
citations of the empty($\rho_{ex} = -0.5$) cavity. This density of states is
the optical absorption spectrum of the cavity, and is plotted in the
left panel of Fig. 2.1 for $\sigma = 0.5$ and $\Delta = 0.1$ and 3. We will describe
how it is calculated in Chapter 4. At very low densities, $\mu_{ex}$ lies in the
tails of the exciton distribution. With increasing density, these states
quickly saturate, producing a sharp rise in $\mu_{ex}$. As $\mu_{ex}$ reaches the
polariton peak, the sharp rise in the density of states for the coupled
modes produces a kink in the chemical potential. In the homogeneous
limit, this kink moves to zero density and corresponds to the usual
polariton energy. Since the density of states at this point is infinite in
the homogeneous limit, these polaritons are bosons.

Figure 2.2 shows the occupation of the two-level oscillators in the
polariton condensate, for $\Delta = 3, \sigma = 0.5$ and various densities. The
occupation number of the $n^{th}$ two level oscillator is

$$\frac{1}{2}(v_n^2 - u_n^2 + 1) = \frac{1}{2}\left(1 - \frac{\tilde{\varepsilon}_n}{E_n}\right).$$

As is clear from the figure, this is a Fermi step broadened by the inter-
action with the photons, just as the electronic distribution in a BCS
superconductor is a Fermi step broadened by the pairing interaction.
The states in the broadened region of the step have a finite dipole moment and are involved in the condensate. The Fermi step moves up through the energy distribution of the two-level oscillators as the excitation is increased from \( \rho_{ex} = -0.5 \) and the low-lying electronic states saturate. At very large densities there are a large number of photons, and the Fermi step is almost completely flat. Rather than the electronic system completely saturating in the high density limit, it approaches half-filling. This is because the half-filled state maximises the polarisation of the electronic states and hence minimises the dipole interaction between the electronic states and the macroscopically occupied cavity mode.

Careful inspection of Fig. 2.2 reveals that the broadening of the Fermi step produced by the photons does not increase monotonically with density. This corresponds to a non-monotonic dependence of the
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Figure 2.3: The order parameter $\lambda$ as a function of density, for $\sigma = 0.5$ and $\Delta = 0, 1$ and $3$. $\lambda^2$ is the photon number per two-level oscillator in the condensed state.

rescaled field amplitude $\lambda$ on density. This dependence is illustrated in Fig. 2.3. The field amplitude is related to the electronic polarisation by the first of the equations (2.4). It is proportional to the electronic polarisation and inversely proportional to the separation between the chemical potential and the cavity mode. The electronic polarisation depends on the density of states in the vicinity of the chemical potential (Fig. 2.2); the peak in the density of states at the centre of the exciton line produces the peak in Fig. 2.3.

2.4 Conclusions

We have shown how the ground state of the Dicke model at low densities may be generalised to allow for the saturation nonlinearity and the inhomogeneous broadening. We found that, for the Gaussian density of states we have chosen, the ground state of the model at fixed $L$ is always a condensate: neither the saturation nor the Gaussian broad-
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ening prevent condensation. The condensed state we have found is characterised by coherence in both the photons and the electronic excitations. The latter is evident, for example, in the broadening of the Fermi distribution in figure 2.2. The presence of coherence in the electronic states is in marked contrast with a conventional laser, which has coherence in the photons but not in the gain medium. The rigid coherence which is characteristic of Bose condensates [41] is, in the present example, produced by the dipole coupling between the electronic excitations and the photons.
Chapter 3

AN EXACT SOLUTION AT FINITE TEMPERATURES

In this chapter, we investigate the thermal equilibrium of the model (1.19) at fixed excitation using a path-integral technique. In this technique, the partition function is written as a functional integral, which can be evaluated for large $N$ using a standard saddle-point approach\(^1\). This gives a more rigorous derivation of the variational equations (2.6–2.8), and demonstrates that the variational description is essentially exact in the limit $N \to \infty$. Furthermore, it generalises the variational equations to finite temperatures, and allows us to investigate the phase diagram of our quasi-equilibrium problem.

The path-integral techniques used in this Chapter have previously been used [49, 51] to calculate the partition function and excitation energies in the absence of a constraint on the excitation number of a simplification of the Dicke model (1.15). While the Hamiltonian of the simplified model discussed in Refs. [49, 51] is given by (1.19) with $E_g(n) = E_g$, the local constraint prohibiting two fermions on the same site, (1.18), is replaced with a global constraint. In contrast, we retain (1.18) as local constraints, as well as including a distribution of $E_g$ and a constraint on the excitation number.

Physically, the reason why the variational approach of Chapter 2 becomes exact as $N \to \infty$ is that it corresponds to a mean-field treatment of the interaction between electronic excitations. This interaction, between a large number ($N$) of electronic excitations, is mediated by a small number (one) of cavity modes. In the mean-field approach, the interaction term is approximated as a sum over all possible configurations of excitations and cavity modes, and the partition function is evaluated by integrating over these configurations. The resulting equations describe the mean-field behavior of the system, which is exact in the limit of large $N$.

\(^1\)For general discussions of path-integrals, and saddle-point techniques for their evaluation, see e.g. Refs. [47–50]; for an introduction to their application to interacting systems of light and matter, see Ref. [49].
treatment, each electronic excitation is coupled to the average field produced in the cavity by the other electronic excitations. Replacing the field in the cavity with its average value is justified because, when there are a large number of electronic excitations contributing to a small number of field modes, the fluctuations of the field will be negligible.

The basic idea behind the mathematics of this chapter is to construct the free energy in powers of $N$. The mean-field equations (2.6-2.8), generalised to finite temperatures, are obtained by considering the terms in the free energy which are proportional to $N$.

3.1 Path-integral Formulation

As in the previous chapter, we work in a grand-canonical ensemble, using a chemical potential $\mu_{ex}$ to constraint the excitation $L$. We consider the partition function associated with this ensemble,

$$Q = \text{Tr} e^{-\beta (H - \mu_{ex} L)}.$$

The coherent-state path-integral formalism expresses this partition function, for the model (1.19), as the constrained functional integral

$$Q = \int D\psi \prod_n [D\eta_n \delta(\bar{\eta}_n \eta_n - 1)] e^{-S},$$

with the action

$$S = \int_0^\beta d\tau \bar{\psi}(\partial_\tau + \bar{\omega}_\tau)\psi + \sum_n \bar{\eta}_n M_n \eta_n.$$

We have introduced Nambu spinors

$$\eta_n = \begin{pmatrix} b_n \\ a_n \end{pmatrix}$$
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on each fermion site to simplify the notation. The matrix $M_n$ is

$$
M_n = \begin{pmatrix}
\partial_\tau + \tilde{\epsilon}_n & g\psi/\sqrt{N} \\
g\bar{\psi}/\sqrt{N} & \partial_\tau - \tilde{\epsilon}_n
\end{pmatrix}.
$$

Rescaling the boson field $\psi \to \sqrt{N}\psi$ and transferring the fermionic integrals into the action gives

$$Q = \int D\psi |J| e^{-NS_{\text{eff}}},$$

with an effective action

$$
S_{\text{eff}} = \int_0^\beta d\tau \bar{\psi}(\partial_\tau + \tilde{\omega}_c)\psi - \frac{1}{N} \sum_n S_{f,n},
$$

$$S_{f,n} = \ln \int D\eta_n \delta(\bar{\eta}_n\eta_n - 1) e^{-\int_0^\beta \bar{\eta}_n P_n \eta_n},
$$

in which the $P_n$ are the matrix operators $M_n$ after rescaling the boson field, and $J$ is the trivial Jacobian produced by this rescaling.

### 3.2 The Extremal Equation

For large $N$, the dominant contribution to the partition function $Q$ comes from the functions $\psi_0(\tau)$ which minimise the functional $S_{\text{eff}}$. Provided that they are sufficiently smooth [52], such functions obey the Euler-Lagrange equation. For the action (3.1), this takes the form

$$
(\partial_\tau + \tilde{\omega}_c)\psi_0(\tau) = \frac{1}{N} \sum_n \frac{\delta S_{f,n}}{\delta \psi} \bigg|_{\psi(\tau) = \psi_0(\tau)} = -\frac{g}{N} \sum_n \langle \bar{a}_n(\tau) b_n(\tau) \rangle,
$$

where the right-hand side of this expression is the polarisation of a set of two-level oscillators in thermal equilibrium driven by an external field $\psi_0(\tau)$. This polarisation can be finite because the field $\psi_0(\tau)$ modifies the eigenstates [53] of the electronic system. A thermal population of these new eigenstates can correspond to a finite polarisation.
of the original fermions. Equation (3.2) is a self-consistency condition: the electromagnetic field is driven by the polarisation of the fermions, which itself arises from the renormalisation of the fermions produced by the photons.

Assuming a stationary solution, $\psi_0(\tau) = \lambda$, we calculate the polarisation term on the right of (3.2) by making a Bogolubov transformation

$$\eta_n = \begin{pmatrix} \cos(\theta)e^{i\phi} & -\sin(\theta) \\ \sin(\theta) & \cos(\theta)e^{-i\phi} \end{pmatrix} \begin{pmatrix} \delta_n \\ \gamma_n \end{pmatrix}$$

(3.3)

from the $a_n$ and $b_n$ fermions to new fermions $\gamma_n$ and $\delta_n$. This transformation diagonalises $P_n$ when $\phi = \arg \lambda$ and $\tan 2\theta = g|\lambda|/\tilde{\varepsilon}_n$. The $\delta_n$ and $\gamma_n$ quasiparticles then have energies $\pm E_n$ respectively, with $E_n$ defined by equation (2.8). Since (3.3) is a rotation in $\eta$ space, it preserves the single occupancy constraints. Thermally populating the $\gamma_n$ and $\delta_n$ in accordance with the single occupancy constraint we have

$$\langle a_n b_n \rangle = \frac{1}{2} e^{i\phi} \sin(2\theta) \langle \delta_n \delta_n - \gamma_n \gamma_n \rangle$$

and (3.2) becomes

$$\bar{\omega}_c \lambda = \frac{g^2 \lambda}{2N} \sum_n \frac{1}{E_n} \tanh(\beta E_n).$$

(3.4)

Equation (3.4) is the finite-temperature generalisation of the variational result (2.6). This generalisation is rather straightforward: we have just acquired a $\tanh(\beta E)$ factor to describe the thermal excitation of the two-level oscillators.

If we remove the constraint on the polariton number, by setting $\mu_{ex} = 0$, and set $E_g(n) = E_g$, then (3.4) is the form originally derived by Hepp and Lieb [44], and since rederived by many others, for the unconstrained equilibrium of the Dicke model (1.15).

In the unconstrained problem considered by Hepp and Lieb, the
existence of a condensed solution, \( \lambda \neq 0 \), requires

\[
\frac{\omega_c E_g}{g^2} < 1,
\]

which follows from (3.4) with \( \mu_{ex} = 0 \) and \( E_g(n) = E_g \). However, it is shown in Refs. [54] and [55] that the \( A^2 \) terms of the minimal coupling Hamiltonian, neglected in the model (1.15), modify the inequality (3.5) in a way which is inconsistent with the Thomas-Kuhn-Reich sum rule. This sum rule requires \( \kappa E_g / g^2 > 1 \), where \( \kappa \) is the coupling constant for the \( A^2 \) term, while the modified inequality (3.5) reads

\[
\frac{(\omega_c + 2\kappa)E_g}{g^2} < 1.
\]

(3.6)

Since this inequality cannot be satisfied, the phase transition in the unconstrained case is an unphysical artifact of the model (1.15). However, we do not believe that the \( A^2 \) terms will prevent condensation in the constrained problem, because the inequality corresponding to (3.6) will be

\[
\frac{(\tilde{\omega}_c + 2\kappa)(E_g - \mu_{ex})}{g^2} < 1,
\]

and the parameter \( \mu_{ex} \) is not restricted by the sum rule.

3.3 Effect of Fluctuations

Let us now consider the effect of small fluctuations \( \delta \psi(\tau) \) around the mean-field solution. Expanding \( S_{\text{eff}} \) to second order in a functional Taylor series around the mean-field solution we have

\[
Q \approx e^{-S_0} \int \mathcal{D}(\delta \psi) |J| e^{-N S_2[\delta \psi, \delta \psi]}.
\]

(3.7)

Here \( S_0 \) is the action evaluated on the extremal trajectory and \( S_2 \) is the quadratic action from the second order term in the Taylor series. \( S_2 \) is the effective action for small fluctuations of the electromagnetic field. The kernel of \( S_2 \), \( G^{-1} \), is the inverse of the thermal Green’s function for the photons.
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The integral over fluctuations in (3.7) contributes a term

\[ \frac{1}{N} \ln \det \mathcal{G}^{-1} \]

to the free energy density. Since the mean-field solution should be a minimum of the action, the eigenvalues of \( \mathcal{G}^{-1} \) should be positive. Then \( \ln \det \mathcal{G}^{-1} \) is finite as \( N \to \infty \), there is no fluctuation contribution to the free energy density in this limit, and the mean-field theory becomes exact.

3.4 Effective Action for Fluctuations

However, we have yet to check whether the solutions to (3.4) are actually minima of the action or merely extrema, i.e. whether the mean-field solutions are stable against fluctuations. To check this, we will need the effective action \( S_2 \), which we derive in this section.

To obtain \( S_2 \), we calculate the (functional) second derivatives of \( S_{\text{eff}} \), and evaluate them on the extrema \( \psi(\tau) = \psi_0(\tau) = \lambda \). This relates \( S_2 \) to the two-time correlation functions for a set of two-level oscillators in an external field \( \lambda \). We work in frequency space, using \( \omega \) and \( \omega' \) to denote bosonic Matsubara frequencies. Because we are working with a condensed system we find both normal, \( \partial^2 S_{\text{eff}}/\partial \psi(\omega) \partial \psi(\omega') = \beta \delta(\omega' - \omega) \left[ i \omega + \bar{\omega}_c \right] \) (3.8)

\[ \frac{-g^2}{N} \sum_n \int_0^\beta e^{-i\omega \tau} \left( \langle \sigma_n^- (\tau) \sigma_n^+ (0) \rangle - \langle \sigma_n^- \rangle \langle \sigma_n^+ \rangle \right) d\tau, \]

46
and anomalous,
\[
\frac{\partial^2 S_{\text{eff}}}{\partial \psi(\omega)\partial \psi(\omega')} = -\beta g^2 \delta(\omega' + \omega) \quad (3.9)
\]
\[
\times \frac{1}{N} \sum_n \int_0^\beta e^{i\omega \tau} \langle (\sigma_n^+(\tau)\sigma_n^+(0)) - \langle \sigma_n^+(\tau)\sigma_n^+(\tau) \rangle d\tau,
\]
contributions to \( S_2 \). The latter describe fluctuations which do not conserve the number of excitations out of the condensate; i.e. those in which an excitation either enters or leaves the condensate. Here \( \sigma_n^+ = b_n^d a_n \) excites the \( n^{th} \) two-level oscillator.

The integrands in (3.8) and (3.9) are the self-consistent susceptibilities of the electronic system; these equations describe coupled fluctuations of the cavity field and the electronic polarisation. They are analogous to the Dyson-Gor’kov-Beliaev equations [49] of superconductivity and the theory of weakly-interacting Bose gases.

Calculating the electronic susceptibilities which appear in (3.8) and (3.9) by directly solving the imaginary-time Heisenberg equation.
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using the transformation (3.3), we find for $S_2$

$$S_2[\delta \psi, \bar{\delta} \psi] = \beta \sum_\omega \left( \begin{array}{c} \delta \psi(\omega) \\ \delta \psi(-\omega) \end{array} \right) G^{-1} \left( \begin{array}{c} \delta \psi(\omega) \\ \delta \psi(-\omega) \end{array} \right),$$

$$G^{-1} = \left( \begin{array}{cc} K_1 & K_2 \\ K_2^* & K_1^* \end{array} \right),$$

$$(3.10)$$

$$K_1 = i\omega + \bar{\omega}_c + \frac{g^2}{N} \sum_n \left[ \frac{1}{E_n} \tanh (\beta E_n) \right] \times \frac{i\varepsilon_n \omega - 2\varepsilon_n^2 - g^2|\lambda|^2}{\omega^2 + 4E_n^2} + \delta_\omega \alpha_n |\lambda|^2 g^2,$$

$$K_2 = \frac{g^4\lambda^2}{N} \sum_n \left[ \frac{1}{E_n(\omega^2 + 4E_n^2)} \tanh (\beta E_n) \right] + \delta_\omega \alpha_n,$$

$$\alpha_n = -\frac{\beta}{4E_n^2} \text{sech}^2 (\beta E_n).$$

Note that, for the condensed state, $G^{-1}$ takes different forms at $\omega = 0$ and at finite $\omega$. This is because thermal fluctuations at $\omega = 0$ include both fluctuations of the order parameter and quasiparticle excitations [56]. Only the latter appear at finite $\omega$. In the normal state, $\lambda = 0$, the effective action simplifies to

$$S_2 = \beta \sum_\omega \delta \psi(\omega) \left[ i\omega + \bar{\omega}_c \right. \left. + \frac{1}{N} \sum_n \frac{g^2 i}{\omega - 2i\varepsilon_n} \tanh (\beta \varepsilon_n) \right] \delta \psi(\omega).$$

$$(3.11)$$

3.5 Nature of the Extrema

We now use the expressions (3.10–3.11) to investigate the nature of the extrema for the homogeneous model $E_g(n) = E_g$.

Considering first a condensed solution, $\lambda \neq 0$, we use the extremal equation (3.4) to eliminate $\frac{1}{E_n} \tanh (\beta E_n)$ from the matrix $G^{-1}$. The
eigenvalues of the resulting matrix are all strictly positive provided that \( \tilde{\omega}_c > 0 \), except for a single zero eigenvalue at \( \tilde{\omega}_n = 0 \). From (3.4) we see that the condensed solutions always have \( \tilde{\omega}_c > 0 \). Thus we conclude that, at a condensed solution, the action has a minimum in all but one direction, and is locally flat in this one direction.

We show in Appendix A that the single zero eigenvalue describes a change in the overall phase of the condensate. It is the Goldstone mode corresponding to the broken gauge symmetry of the condensate. Because we are considering a broken symmetry state, we should not integrate over these fluctuations when calculating the partition function. Since the other eigenvalues of \( G^{-1} \) are always positive for the condensed solutions, these solutions are stable against physical fluctuations, and the mean-field theory is exact\(^2\).

Turning now to the normal solution, \( \lambda = 0 \), we find from (3.11) that this is a minimum of the action unless

\[
\tilde{\omega}_c < \frac{g^2}{2\tilde{\varepsilon}} \tanh(\beta\tilde{\varepsilon}).
\]  

(3.12)

This is just the condition for the extremal equation (3.4) to have a condensed solution. Thus we have the usual scenario of a continuous phase transition: there is a phase boundary (3.12), at which the normal state becomes unstable and a stable, condensed solution appears.

### 3.6 The Density Equation

In addition to the mean-field equation (3.4), we need the equation relating the density \( \rho_{ex} \) to the corresponding chemical potential \( \mu_{ex} \). This is related to the partition function in the standard way,

\[
\rho_{ex} = \frac{1}{\beta N} \frac{\partial}{\partial \mu_{ex}} \ln Q.
\]  

(3.13)

The asymptotic form for the partition function is \( Q \sim e^{-NS_0} \), where \( S_0 \) is the minimal action. Inserting this asymptotic form in (3.13)\(^2\) in Appendix A, we give a formal demonstration that the zero mode does not contribute to the free energy density as \( N \rightarrow \infty \), so that the discussion of section 3.3 continues to apply.
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gives, for the stationary solution \( \psi_0(\tau) = \lambda \),

\[
\rho_{ex} = |\lambda|^2 - \frac{1}{2N} \sum_n \frac{\tilde{\varepsilon}_n}{E_n} \tanh(\beta E_n),
\]

which is the generalisation of (2.7) to finite temperatures.

The first term in (3.14) is the contribution to the excitation density from the macroscopic electromagnetic field, while the second term is the contribution from the thermal population of renormalised electronic excitations. In the absence of a macroscopic electromagnetic field, \( \lambda = 0 \), both the photon contribution to \( \rho_{ex} \) and the renormalisation effects vanish. The expression (3.14) is then the familiar form for the excitation of a set of two-state oscillators.

3.7 The Result: A Phase Diagram

From (3.12) and (3.14) we have the critical temperature for condensation, as a function of the excitation density, in the homogeneous model. This critical temperature is

\[
\beta_c g = \frac{4 \tanh^{-1}(2\rho_{ex})}{\Delta \pm \sqrt{\Delta^2 - 8\rho_{ex}}},
\]

Note that the transition temperature depends logarithmically on the density, and its scale is set by the interaction strength \( g \). This is in contrast to a model of propagating, weakly-interacting bosons. In that model, the transition temperature varies as a power law of the density and its scale is set by the mass of the bosons.

At low densities, (3.15) is the phase boundary separating a population of electronic excitations with energy \( E_0 \) from a population of conventional bosonic polaritons with energy

\[
E_{LPB} = \frac{1}{2} \left[ (\omega_c + E_0) - g\sqrt{\Delta^2 + 4} \right].
\]

To see this, note that this transition would occur when the chemical potential for the electronic excitations reaches \( E_{LPB} \), corresponding to a density \( \rho_{ex} + 0.5 \approx e^{-\beta_c(E_0 - E_{LPB})} \), which is the low-density limit
of (3.15).

From the discussion of equation (3.12), we know that the homogeneous model has a continuous transition between the normal and condensed states. We can obtain the phase boundary for the inhomogeneous model by assuming that it too has a continuous phase transition. With this assumption, the phase boundary $\mu_c(\beta_c)$ is given by demanding that (3.4) have a repeated root $\lambda = 0$. Equation (3.14) then gives $\rho_c(\beta_c)$. We follow this procedure numerically, assuming the same Gaussian distribution for the exciton states as in section 2.3.

In Fig. 3.1 we plot the homogeneous phase boundaries (3.15), along with our numerical results for the inhomogeneous model with $\sigma = 0.5$ and 1. On resonance, $\Delta = 0$, the transition temperature monotonically increases with density. The system is always condensed for $\rho_{ex} > 0$, because to exceed this density would require a chemical potential above the centre of the energy distribution of the electronic excitations, and hence above the bosonic cavity mode. While for $\Delta < 0$ (not illustrated) the phase boundary is qualitatively unchanged from the resonant case, for $\Delta > 0$ we find reentrant behaviour. This
behaviour is the result of the saturable nature of the electronic states. It can be understood by considering the limits $\rho_{ex} \to \pm 0.5$ when $\Delta \gg 0$. Near the $\rho_{ex} = -0.5$ limit, the normal state consists of a small number of electronic excitations weakly interacting through the cavity mode. They condense when their density exceeds a critical value set by the strength of the effective interaction, determined by $\Delta$ and $g$. Near the $\rho_{ex} = 0.5$ limit, the electronic system is constrained to be fully occupied, and the normal state consists of a small number of holes in an otherwise completely excited electronic system. These holes again interact through the photon field, and so the transition occurs when the density of holes, $0.5 - \rho_{ex}$, exceeds a critical value. For $\Delta \to \infty$ the critical densities of holes and excitons are identical, so the phase diagram is symmetric about $\rho = 0$. For finite $\Delta$ the effective interaction is stronger for the holes than for excitons, since they are nearer in energy to the cavity mode, and so the phase boundary becomes skewed to the forms illustrated.

At temperatures which are high compared with the inhomogeneous broadening $\sigma g$, thermal fluctuations dominate over the inhomogeneous linewidth. Thus at these temperatures the inhomogeneous broaden-
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ing has little effect, as can be seen in Fig. 3.1. However, at low temperatures the inhomogeneous broadening suppresses condensation by increasing the energy separation between the material excitations and the photon mode, and so collapsing the phase boundaries towards \( \rho_{ee} = 0 \). The effects of inhomogeneous broadening are further illustrated in Fig. 3.2, which shows the dependence of the critical density on \( \sigma \) at various temperatures for detunings \( \Delta = 0 \) and \( \Delta = 1 \).

3.8 Conclusions

By rederiving the variational equations (2.6–2.8) from an expansion of the partition function in \( 1/N \), we have generalised these equations to finite temperatures, and shown that they become exact as \( N \to \infty \). We have seen that the polariton condensate is formed from a thermalised population of electronic excitations, whose energies are renormalised by the self-consistent field in the cavity. We have constructed the phase diagram of the model (1.19) at fixed excitation, and found a phase boundary which is very different from that of the weakly-interacting Bose gas; in particular, the scale of our critical temperature is set by the interaction strength \( g \). The phase boundary displays unusual features (reentrance) due to the saturable nature of the electronic states.
Chapter 4

The Excitation Spectra

In this Chapter, we use the expressions derived in section 3.4 to study the excitation spectrum of the quasi-equilibrium states of the model (1.19). The excitation spectra we calculate explain the form of the phase diagrams in figure 3.1. The excitation spectra of the two quasi-equilibrium states are different from each other, and also from the excitation spectrum of a conventional laser. Since the excitation spectrum is directly related to the optical absorption spectrum of the cavity, which is an experimentally accessible quantity, these spectra offer a clear experimental signature of polariton condensation.

The matrix $G^{-1}$, given by (3.10), is the inverse of the thermal Green’s function for the photons. We use the standard relations [50, 56] between thermal Green’s functions, retarded Green’s functions, and excitation spectra, to extract the excitation spectra from (3.10).

4.1 Homogeneous Model

We begin with the normal state of the homogeneous model. The inverse of the normal state Green’s function contained in (3.11) can be written as a sum of simple poles

$$G(\omega_n) = \frac{C_+}{i\omega_n + E_+} + \frac{C_-}{i\omega_n + E_-}. \quad (4.1)$$

The structure of this Green’s function is clear: we have two excitations, with quasiparticle energies

$$E_\pm + \mu_{ex} = [(\omega_c + E_g) \pm g\sqrt{\Delta^2 - 8\rho_{ex}}]/2,$$
and corresponding weights

\[ C_\pm = \pm (2\tilde{\varepsilon} - E_\pm)/(E_\pm - E_\mp). \]

These normal-state excitations are polaritons in the sense of Hopfield \cite{1}: coupled modes involving the linear response of the electronic system around its equilibrium state. The gap in the spectrum is increased over the bare detuning \( \Delta \) owing to the dipole coupling between the excitons and the cavity mode. The presence of excitation in the ground state, either driven by finite temperatures or by finite \( \mu_{\text{ex}} \), causes the two polariton branches to attract. This attraction is due to the decrease in the polarisability of the electronic states as their population increases and saturation occurs. It can also be understood in terms of an angular momentum representation \cite{26} for the collective states of the electronic system. The excitation of the electronic states \( S_z \) forms the \( z \) component of an angular momentum and their polarisation forms a raising operator \( S_+ \). Thus the polarisability of the electronic states is maximised at \( \langle S_z \rangle = -N/2 \).

Since condensation is a phase transition, we expect a qualitatively different excitation spectrum in the condensed state. From (3.10) and (3.4), we find for the leading component of the matrix thermal Green’s function

\[
G_{11}(i\omega_n) = \frac{\tilde{\omega}_c(\omega^2 + 2g^2|\lambda|^2) - i\omega(\omega^2 + 4E^2 + 2\tilde{\omega}_c\tilde{\varepsilon})}{(i\omega_n)^2(i\omega_n + \xi)(i\omega_n - \xi)(1 + \delta_{\omega_n, \alpha})},
\]

(4.2)

with \( \xi = \sqrt{\tilde{\omega}_c + 2\tilde{\varepsilon})^2 + 4g^2|\lambda|^2} \).

The interpretation of this Green’s function is complicated because, as we have already mentioned, it describes both quasiparticle excitations and fluctuations of the order parameter. To rigorously obtain the quasiparticle spectrum, we should extract the contribution to (4.2) from the order parameter fluctuations, and analytically continue the remainder to obtain the retarded Green’s function. Rather than follow this procedure, we propose the following physically appealing if mathematically naive interpretation of (4.2): the Kronecker delta and the \((i\omega_n)^2\) terms in the denominator describe the condensate response, leaving quasiparticle excitations at energies \( \pm \xi \). The \((i\omega_n)^2\) is clearly
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associated with the phase mode of the condensate, discussed in Appendix A, while the Kronecker delta is related to number fluctuations of the condensate [57]. The excitations at energy $\pm \xi$ are coupled exciton-photon modes in the presence of the macroscopic electromagnetic field of the condensate. $\xi$ is analogous to the pair breaking energy in a superconductor: it is the energy required to extract an exciton-photon complex from the condensate. Note that if we remove the photon contribution to this energy, by setting $\omega_c = 0$, $\xi$ becomes the familiar expression [53] for the energy of an electron-hole pair in the presence of an external macroscopic electromagnetic field at frequency $\mu_{ex}$.

![Figure 4.1](image_url)

**Figure 4.1**: Excitation energies and normal state chemical potential as a function of density for the homogeneous model at $\Delta = 0$ (left panel) and $\Delta = 2$ (right panel), both with $g \beta = 2$. Thin solid lines: normal state excitation energies. Thick solid lines: condensed state excitation energies. Dashed lines: normal state chemical potential. Dot-dashed line: condensed state chemical potential. The shading marks the condensed region for this $\beta$.

In Fig. 4.1, we illustrate the evolution of the excitation energies of the microcavity with increasing density. To explain the relationship between the excitation energies and the phase diagram, we also plot the chemical potentials for the normal and condensed states on this figure. The left panel of this figure should be compared to the $g \beta = 2$
line of the corresponding phase diagram in Fig. 3.1.

When $\Delta = 0$ and $\rho_{ex} = -0.5$ the system is in the normal state. Increasing $\rho_{ex}$ populates the electronic excitations, increasing the chemical potential and decreasing the polariton splitting. Eventually the chemical potential crosses the lower polariton branch from below and the system condenses. At the critical density, the lower polariton branch joins to the phase mode at the chemical potential, while the upper branch joins to the “pair breaking” excitation. The excitation which appears below the chemical potential has zero weight at the transition. It corresponds to an excited state to ground state transition, where an exciton-photon complex is absorbed into the condensate. There is no corresponding excitation in the normal state Green’s function, because the ground state of the $N+1$ particle system ($N+1$ excitons) cannot be reached from the excited states of the $N$ particle system ($N-1$ excitons and 1 polariton) by adding a photon.

The relationship between the excitation spectrum and the phase diagram is slightly different when the transition occurs for $\rho_{ex} > 0$. For example, in the right panel of Fig. 4.1 the chemical potential crosses the lower polariton branch at $\rho_{ex} = 0$ without the condensate appearing. It is not until the chemical potential crosses the upper polariton branch that the transition occurs. This can be understood by considering the signs of the quasiparticle weights $C_{\pm}$. A positive quasiparticle weight corresponds to absorption of an external field (a particle-like transition), whereas a negative quasiparticle weight corresponds to gain (a hole-like transition). For $\rho_{ex} > 0$, the lower polariton branch has a negative weight: it has become hole-like, and must be below the chemical potential for stability. At the transition it is now this lower branch which joins to the “pair forming” excitation of the condensate, while the upper branch joins to the phase mode and the “pair breaking” excitation appears above the phase mode.

4.2 INHOMOGENEOUS MODEL

In the inhomogeneous model, the discrete excitation spectrum of the homogeneous model is replaced by a continuous distribution of excitation energies. Thus we study the spectral density of excitations, $A(\omega)$.
The spectral density is related to the imaginary part of the retarded Green’s function by

\[ A(\omega) = 2\Im G^R(-\omega + \mu_{ex}). \tag{4.3} \]

It is proportional to the linear absorption coefficient of the cavity at frequency \( \omega \), i.e. the imaginary part of the dielectric susceptibility.

To obtain \( A(\omega) \) we require the retarded Green’s function \( G^R \). In the normal state this is given by the straightforward analytical continuation

\[ G^R(\omega) = \lim_{\eta \to 0^+} G(i\omega_n = \omega - i\eta). \tag{4.4} \]

However, in the condensed state we face the mathematical difficulties already discussed for the homogeneous case. We avoid these difficulties by simply assuming that the continuation (4.4) of the normal state Green’s function also applies in the condensed state.

Inverting the \( G^{-1} \) contained in (3.10) and using (4.3) and (4.4) expresses \( A(\omega) \) in terms of integrals over the exciton distribution. We evaluate these integrals in the limit \( \eta \to 0 \) by setting \( \eta = 0 \) in the integrands and deforming the contour of integration around the poles of the integrand on the real axis. The contribution to the integrals from the detour around the poles can be performed analytically, leaving a principal value integral which we evaluate numerically\textsuperscript{1}. We again assume a Gaussian distribution for the exciton energies.

Figure 4.2 shows the evolution of our calculated absorption spectra, \( A(\omega) \), as we increase the density through the transition, for \( g\beta = 2, \sigma = 1, \) and \( \Delta = 0 \). The corresponding chemical potential is marked as the dashed line. Near to zero density our calculations reproduce the broadened polariton spectrum of Houdré et al.[29]. Comparison with Fig. 4.1 emphasises that the positions of the polariton peaks are largely unchanged from the homogeneous case. However, since the polariton energies are now resonant with a significant density of

\textsuperscript{1}This is the same procedure that leads to the standard identity

\[ \lim_{\eta \to 0^+} \frac{1}{x \pm i\eta} = \pi \frac{1}{x} \mp i\pi \delta(x). \]
Figure 4.2: Spectral functions $A(\omega)$ for $\Delta = 0$, $g/\beta = 2$, $\sigma = 1$ and chemical potentials $(\mu_{ex} - E_0)/g = -5, -1.5, -1.0, -0.76, -0.75, -0.70$, increasing from top left to bottom right through the transition at $(\mu_{ex} - E_0/g = -0.76)$. The top row of plots (red curves) are in the normal state, the bottom left hand plot (green curve) at the transition and the remaining plots (blue curves) in the condensed state. The dashed lines mark the chemical potential.

electronic states they become broadened. Increasing the chemical potential, but remaining in the normal state, we observe the thermal occupation factors producing gain below the chemical potential and increased absorption just above. The collapse of the polariton splitting evident in Fig. 4.1 is hardly noticeable at these low densities. As the density is increased still further a pole appears in $A(\omega)$ at the chemical potential; this marks the onset of condensation. Above the critical density the coherent photon field, oscillating at frequency $\mu_{ex}$, produces a gap of magnitude $4g/\lambda$ in the spectrum. The peak on the high energy side of the gap connects smoothly to the upper polariton
peak of the normal state, just as in the homogeneous case. In the homogeneous case we noted the appearance of an excitation below the chemical potential as we crossed the transition. This is still present in the inhomogeneous case, but in Fig. 4.2 it is far too weak to be visible.

4.3 Conclusions

We have calculated the excitation energies, and hence the absorption spectra, of the quasi-equilibrium states of the model (1.19). In the normal state the absorption spectrum resembles the conventional two-peaked polariton spectrum, although the splitting may be reduced due to the saturation nonlinearity and gain can appear below the chemical potential due to the thermal occupations of the electronic states.

The absorption spectrum in the condensate displays a gap, of magnitude $g|\lambda|$, around the chemical potential. This gap is a manifestation of the renormalisation of the electronic states produced by the coherent photons. In a conventional laser this renormalisation is negligible, and there is no gap in the spectrum. Thus the presence or absence of a gap in the absorption spectrum is a clear, experimentally accessible, distinction between condensation and lasing.

It is interesting to note that the non-equilibrium analog [58] of the crossover illustrated in Fig. 4.1 and Fig. 4.2, from a two-peaked polariton spectrum to a “Stark triplet”, has been observed experimentally in Ref. [59]. In this experiment, the gapped absorption spectrum is observed simultaneously with a short-pulse excitation. Thus there is no thermalisation involved in producing this spectrum. It is the result of coherence in the excitation pulse, rather than the spontaneous coherence of condensation. Nonetheless, these experiments demonstrate that the renormalisation of the electronic states which is essential to the present work can be realised experimentally.
Chapter 5

CONCLUDING REMARKS

Real microcavities are far more complex than the idealised model (1.19). However, like our model, they consist of photons coupled to electronic excitations which are bosons at low densities, but reveal their fermionic internal structure at high densities. Our work shows how the polariton condensate can be generalised to allow for such fermionic internal structures. Away from the low-density limit our generalised polaritons are not simple bosons. Their fermionic internal structure, i.e. the saturation nonlinearity, produces phenomena including (1) a collapse of the splitting between the peaks in the absorption spectrum of the normal state with increasing density, (2) a shift of the chemical potential of the condensate away from the conventional bosonic polariton energy, and (3) an unusual reentrant phase boundary for condensation. But it does not preclude condensation.

The experimental work reported in Refs. [34–38, 60], on the quantum statistical behaviour of polaritons, has focussed on low densities. This is to avoid effects due to the fermionic structure of the excitations. We hope that our work will stimulate interest in quantum statistical behaviour away from the low density limit. Indeed, because Bose condensates are stabilised by interactions, i.e. nonlinearities, it is necessary to go beyond the low-density, linear regime if a polariton condensate is ever to be observed. While the idea of a Bose condensate of cavity polaritons has been discussed for many years, this fact seems to have largely been overlooked; only very recently [37, 38] have bosonic effects been considered for interacting polaritons.

Experimental work has also concentrated on microcavities containing high-quality GaAs quantum wells. In these systems, the excitons
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are weakly-bound, and rather delocalised. Thus, while the saturation nonlinearity discussed in this thesis is present for these excitations, it will be accompanied by other nonlinearities produced by the overlap of the wavefunctions of different excitons and the ionisation of excitons [10, 11]. These effects may well prevent condensation, but can be separated from the saturation nonlinearity of the present work by considering systems with localised, tightly-bound excitons. Note also that tightly-bound excitons have a large dipole coupling $g$, and hence the transition temperature will be larger.

For real examples of localised oscillators, there will be some energy $E_m$ above which delocalised states exist. The picture of a condensate formed from localised oscillators then only holds when $E_m - \mu_{ex}$ is large compared with $\beta^{-1}$ and $g$. By considering Fig. 4.1, we deduce that to completely realise a reentrant phase diagram like that shown in Fig. 3.1 requires an energy gap $\Delta E$ separating the localised excitations from the delocalised excitations; this gap must be large compared with $g$ and $\beta^{-1}$. Such a gap could occur in organic semiconductors [15, 16]. In these systems, excitons are strongly bound and therefore small(Frenkel). They readily self-trap on local lattice distortions and on impurities in these, often highly disordered, materials. An energy gap $\Delta E$ could exist in inorganic quantum wells if the excitons move in a potential containing deep, well-separated traps, perhaps associated with interface islands in narrow quantum wells [19, 61, 62]. However, in both these examples it is likely that there will be several exciton states on each site, rather than a single state as we have assumed.

The disordered quantum wells studied by Hegarty et al. [21] provide an example of a system without a gap separating the localised from the delocalised excitations. These systems show a single inhomogeneously broadened exciton line, unlike the quantum wells mentioned above. The “mobility edge” $E_m$ lies near to the centre of the exciton line. One may be able to form a condensate which does not involve delocalised excitations using this type of quantum well if the inhomogeneous broadening is large compared with $g$ and $\beta$ and the cavity mode is placed low down in the exciton line. The transition would then occur when the chemical potential is well separated from $E_m$.

The Dicke model (1.15) is one of the basic models of laser physics.
Similar two-level models have also been proposed to explain the coherent microwave emission from Josephson junction arrays [63]. Since the signature of a Bose condensate is coherence, and in a polariton condensate this coherence will appear in the photons, it is important to understand the distinction between lasing and polariton condensation. The distinction is that, unlike the laser, the polariton condensate has coherence in the electronic states [64]. As we have shown, the absorption spectrum in the condensed state of the model (1.19) has a gap. This gap is absent in a conventional laser, and so provides a clear experimental signature of polariton condensation.

5.1 Future Directions

5.1.1 Relation to Lasers

In a conventional laser, the gap in the absorption spectrum is destroyed because the polarisation in the gain medium is assumed to be very heavily damped [65]. We suggest that the relationship between polariton condensation and lasing should be explored by adding processes which damp the polarisation of the electronic states to the model (1.19). Such processes are analogous to the phase-breaking processes familiar in superconductors, which are usually associated with magnetic impurities [66, 67]. These impurities can actually produce a regime of gapless superconductivity, where there is an order parameter but no gap in the excitation spectrum. This suggests that the relationship between polariton condensation and lasing may be analogous to the relationship between normal and gapless superconductors.

5.1.2 Non-equilibrium: Finite Lifetimes

More generally, we note that the most serious difficulty in making a polariton condensate experimentally is likely to be achieving thermal equilibrium before the excitation escapes from the cavity. To help to establish whether this is possible, we suggest that a non-equilibrium generalisation of the present theory should be constructed. Such a theory should be constructed by adding reservoirs [68] to the model (1.19), to represent, for example, the electromagnetic field outside the
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cavity, and solving the dynamics of the model in the presence of these reservoirs. This theory could be used to explore the effects of finite lifetimes of the excitations on the polariton condensate.

While we leave a detailed investigation of whether the polariton condensate survives away from equilibrium for future work, we suggest one straightforward inequality which can be used to rule out the possibility of polariton condensation in some cases. The condensate has a natural energy scale $g|\lambda|$. A lifetime $\tau$ for the excitation corresponds to an energy $h/\tau$. Thus we suggest that to realise the polariton condensate will require

$$g|\lambda| \gg h/\tau. \quad (5.1)$$

The lifetime of an excitation in the condensate, $\tau$, is unknown. In principle it could be different from the lifetime of an excitation in the normal state, and should be calculated using the non-equilibrium theory. But it seems unlikely that it could exceed $\tau_c$, the lifetime of the cavity mode produced by the finite reflectivity of the mirrors. Recall also that $|\lambda|^2$ is the number of photons per possible electronic excitation in the cavity, which must be less than $d = \rho_{ex} + 1/2$, the total number of excitations per possible electronic excitation. Using these two bounds in (5.1) we see that the condensate cannot exist unless

$$g\sqrt{d} \gg h/\tau_c. \quad (5.2)$$

5.1.3 Non-equilibrium: Coherent Pumping

As well as coupling the model (1.19) to thermal reservoirs, it would be useful to develop a non-equilibrium theory which allowed for coherent external fields. Such a theory would permit the study of driven analogs [58, 64] of Bose condensation in microcavities [37, 38, 59]. In such analogs, the coherence does not appear spontaneously, but is, at least partly, inherited from an external pump. A theory of such driven condensates would also help to elucidate the connections between Bose condensation of polaritons and classical nonlinear optics [69].
5.1.4 Equilibrium Generalisations

Returning to the equilibrium condensate, there are several generalisations which would make the model (1.19) more realistic for particular systems. For high-quality quantum wells, one could incorporate direct interactions between excitons at a mean-field level [66]. For organics, and other materials with Frenkel excitons, one could allow for the possibility that there are several excitations on each site, rather than the single excitation of the model (1.19). Similar generalisations could also be made for disordered quantum wells, however, the structure of the electronic states in these systems is not yet fully understood, so quantitative generalisations are unlikely to be possible.

Finally, it would be interesting to study the model which corresponds to (1.19) with propagating photons which have a very small mass. We suspect that this problem could be solved by using the mass of the photons to construct a small parameter, and that this will give a mean-field theory identical to the one given in this thesis but controlled by the mass of the photon rather than $1/N$. This would provide a rigorous justification for our neglect of propagating photons in the model (1.19), even in a perfect, infinite planar cavity.

5.2 Concluding Summary

We have studied Bose condensation of cavity polaritons using the idealised model (1.19). Using a variational approach similar to the BCS theory of superconductivity, we have shown that the ground state of (1.19), in the presence of a chemical potential to constrain the polariton number, is a polariton condensate. This polariton condensate is a superposition of coherent photons and coherent electronic excitations, and is favoured over the normal state by the dipole interaction. We have shown

- How to generalise the concept of a polariton condensate from the low-density regime to include the fermionic structure of the electronic excitations.

- How to include an energy distribution for the electronic excitations in the description of the polariton condensate.
That, in general, neither the fermionic structure nor the energy distribution of the electronic states precludes the existence of a polariton condensate.

We have also applied a path-integral technique to investigate the thermodynamics of the model (1.19), again using a chemical potential to produce a population of polaritons. The path-integral technique becomes exact in the limit $N \to \infty$; such exact solutions are rather unusual in models with local constraints like (1.18). The path-integral technique has shown

- That the variational approach was an exact description of the ground state when there are a large number of electronic oscillators in the cavity.

- That, at finite temperatures, there is a phase boundary separating the polariton condensate from an incoherent population of electronic excitations.

- That this phase boundary has unusual reentrant behaviour produced by the fermionic structure of the electronic excitations.

- That the scale of the critical temperature for condensation is set by the strength of the dipole interaction $g$.

- That the polariton condensate is constructed from a thermalised population of electronic excitations, renormalised by the electromagnetic field in the cavity.

Finally, by studying the excitation spectra, we have

- Explained the origin of the phase diagrams, and

- Shown that the absorption spectrum of the condensate has a gap, and could therefore be used to distinguish condensation from lasing.
Appendix A

THE GOLDSTONE MODE

In this appendix, we investigate the zero eigenvalue of $\mathcal{G}^{-1}$ that appeared while studying the stability of the condensate in the homogeneous case. We show that this zero is also present in the inhomogeneous model, and that it describes phase fluctuations of the condensate. It is thus the Goldstone mode reflecting the degeneracy of the ground state with respect to the phase of the order parameter. We then argue that this zero eigenvalue does not contribute to the free energy density in the thermodynamic limit. Although the physics we discuss in this appendix is well understood in general, it is particularly transparent in our simple model.

We note that, at $\omega = 0$, $K_1$ is real and positive. The eigenvalues of $\mathcal{G}^{-1}$ are then $K_1 \pm |K_2|$. Since from the explicit forms of $K_1$, $K_2$ and the extremal equation (3.4) we have $|K_2| = K_1$, as required in general by the Hugenholtz-Pines relation [49, 70], $\mathcal{G}^{-1}$ has a zero eigenvalue.

To illustrate that the zero eigenvalue is the phase mode of the condensate, note that since $\arg K_2 = 2 \arg \lambda = 2\phi$ we can write

$$\mathcal{G}^{-1} \propto \begin{pmatrix} 1 & e^{2i\phi} \\ e^{-2i\phi} & 1 \end{pmatrix}.$$ 

The eigenvector of this matrix with zero eigenvalue is perpendicular in the complex plane to the order parameter $\lambda$.

Since we are considering a broken symmetry system, we should not include states with different phases of the order parameter when cal-
culating the partition function. Thus on physical grounds, we should discard this zero mode when computing the partition function.

A formal approach which allows calculations in the presence of this zero eigenvalue is to introduce symmetry breaking terms which are taken to zero after the thermodynamic limit. This is the standard method for applying statistical mechanics to broken symmetry systems [50]. The appropriate symmetry breaking terms for a Bose condensed system pin the phase of the order parameter. They are sources and sinks for the photons, and appear in the effective action $S_{\text{eff}}$ as $\frac{1}{\sqrt{N}} (\bar{\psi} J + \bar{J} \psi)$. These terms do not contribute directly to (3.10), but appear as a source term in (3.4). The original zero eigenvalue of $G^{-1}$ is now $K_1 - |K_2| = -J/\langle \psi_0 \sqrt{N} \rangle$. Since for the equilibrium solution we must have $\phi - \arg J = \pi$, the contribution of the original zero eigenvalue to the free energy density is proportional to

$$\lim_{J \to 0} \lim_{N \to \infty} \frac{1}{N} \ln \left( \frac{|J|}{|\lambda| \sqrt{N}} \right) = 0.$$
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