Lecture # 12 - Derivatives of Functions of Two or More Vari-
ables (cont.)

Some Definitions: Matrices of Derivatives

e Jacobian matrix

— Associated to a system of equations

— Suppose we have the system of 2 equations, and 2 exogenous variables:
y1 = fl(21,72)
2 = f*(x1,22)

x Each equation has two first-order partial derivatives, so there are 2x2=4 first-order

partial derivatives

— Jacobian matrix: array of 2x2 first-order partial derivatives, ordered as follows

Oy Oy

o1 Oz
J =

Oy Oy

ox 1 812

— Jacobian determinant: determinant of Jacobian matrix

Example 1 Suppose y1 = x1x2, and yo = 1 + x2. Then the Jacobian matrix is
i) I1

J =
1 1

and the Jacobian determinant is |J| = xo — 1

— Caveat: Mathematicians (and economists) call ’the Jacobian’ to both the matrix and

the determinant



— Generalization to system of n equations with n exogenous variables:

1
A f (xla 1'12)
2
y2 = [f7(z1,22)
2
y2 = f(w1,22)
Then, the Jacobian matrix is:
[ Oun o1 Oy
ox1 Oxo Oxn
Oy2 Oy2 Oy2.
o1 Ozo OTn
J =
Oyn Oyn Oyn
L 8331 8322 amn _




e Hessian matrix:

— Associated to a single equation

— Suppose y = f (z1,z2)

; vatives: O¥ Oy
x There are 2 first-order partial derivatives: Dar Das

* There are 2x2 second-order partial derivatives: Oy oy
0x1’ Oxo

— Hessian matrix: array of 2x2 second-order partial derivatives, ordered as follows:

Py 0%y
03 Ox20z1
H[f (x1,22)] =
_Ouz %y
0x10x2 8:1:%

Example 2 Ezample y = 2} + 232% + 23. Then the Hessian matriz is
1222 + 23 4z129
H[f (z1,22)] =

dzq9 2$% + 6z2

— Young’s Theorem: The order of differentiation does not matter, so that if z =

h(z,y):
o (0:\_ 0 (0:\_ &x _ &
or \dy) Oy\ox) Oydxr 0xdy




— Generalization: Suppose y = f (z1, %2, 3, ..., Tn)
* There are n first-order partial derivatives
* There are nxn second-order partial derivatives

— Hessian matrix: nxn matrix of second-order partial derivatives, ordered as follows

r 2%y %y %y
73 Ox20x1 Oxn0x1
%y %y Py
0x10z2 ox32 Oz 0x2
H[f (37173727"-73771)] =
0%y 0%y 2%y
L Oz10zn 0120Tn oz2




Chain Rules for Many Variables

e Suppose y = f (z,w), while in turn z = ¢ (¢) and w = h(t). How does y change when ¢
changes?
dy 8y dx n @d_w
dt Oz dt ' Ow dt
e Suppose y = f (x,w), while in turn = = g (t,s) and w = h(t,s). How does y change when

t changes? When s changes?

@ 0y ox ) Oy Ow
ot ox Ot | Ow Ot
oy _ 0y0r, 0you
Js Ox 0s Ow Os

e Notice that the first point is called the total derivative, while the second is the ’partial

total’ derivative

Example 3 Suppose y = 4z — 3w, where © = 2t and w = t>

= the total derivative % is ‘fft’ =(4)(2)+(-3)(2t) =8—6t

Example 4 Suppose z = 4x2y, where y = €*
= the total derivative 4 is 92 = 2zdr 4 gz% = (8zy) + (42?) (e%) = 8wy + 4z?y =
dzy (24 x)

Example 5 Suppose z = 2> + 1y where x = st and y =t — 52
0
— G = o G = (20) (5) +3(2) (y) (1) = 2ws +y = 2%t +- 1 —
1
2

—> 92 = G20 4 2200 — (22) () + 5(2) (y) (25) = 2t + 2sy = 2st? 4 25t — 25°



Derivatives of implicit functions

e So far, we have had functions like y = f () or z = g (z,w) , where a (endogenous) variable is
expressed as a function of other (exogenous) variables = explicit functions. Examples:

y =42?, or z = 3zw + lnw

e Suppose we instead have a equation y? — 2zy — 22 = 0. We can write F (y,z) = 0, but
we cannot express y explicitly as a function of x. However, it is possible to define a set of

conditions so that an implicit function y = f (z) exists:

1. The function F'(y,x) has continuous partial derivatives Fy, F;

2. F,#0

e Derivative of an implicit function. Suppose we have a function F (y,z) = 0, and we know
an implicit function y = f (x) exists. How do we find how much y changes when x changes?

(i.e., we want f, = %)

Find total differential for F' (y,2) =0= F,-dy+ F, -dz =d0 =0

Find total differential for y = f () = dy = f, - dx

— Replace dy = f; - dz into Fyy - dy + F, - dx =0 :
Fy-dy+F,-de = 0

Fy-(fp-dz)+Fp-de = 0

0

[Fy - fo+ Fplde =
— Since dz # 0, then the term in brackets has to be zero:
Fy
Fy-fotFo=0= f,=——=
Ey
— Alternative notation:
oF
Y _ o
oF
dx e
oF _oy—
Example 6 F (y,z) =y? — 2zy — 22 = 0. Then % = —496_% = —Tz% = %




e Generalization: One Implicit Equation

— Suppose F (y,x1,z2) = 0. Then

dy _ e
da:l %—5
dy _ o
dwz %—5

Example 8 Suppose y3z + 2yw + zw? = 0. Then

o)
dy 5yt
- T9F 2
dx Sy 3y’ + 2w
dy 5w y+2ow
dw %—5 3y2x + 2w

— Suppose F' (y,z1, 22,23, ..., n) = 0. Then

d oF
y_ —gﬁﬁ, forany i =1,2,3,...,n



