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Abstract

This paper presents a unified approach to valuing investment projects un-

der uncertainty. It is argued that the most important aspect of investment

appraisal is the choice of discount factor. An investment threshold for the case

where the discount factor and the project’s cash-flows both follow a geometric

Brownian motion is derived. Numerical results on the comparative statics of

the threshold are obtained. The paper illustrates how discount factors can be

obtained both from a preference-based and from a markets-based (no-arbitrage)

approach. The paper extends the latter approach to valuing projects in incom-

plete markets, by using good-deal bounds.
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1 Introduction

Recent years have seen a wide variety of theoretical and applied contributions in

the area of investment under uncertainty. The current paradigm views an invest-

ment project as a (real) option. Following the seminal contribution of McDonald

and Siegel (1986), many applications have been studied in the literature. See, for

example, Dixit and Pindyck (1994) and Trigeorgis (1996) for an overview of the

early literature. Real option theory (ROT) has been developed in reaction to some

shortcomings in the, still popular, standard theory of investment appraisal: the net

present value (NPV) approach. This approach prescribes that investment should

take place if, and only if, the expected value of the discounted future cash flows

exceeds the sunk investment costs. Two problems that arise from applying NPV

are, firstly, that many investment projects are (at least partially) irreversible. Sec-

ondly, most investment decisions can be postponed until more information has been

obtained. This creates an option value of waiting, which NPV does not take into

account. By modelling an investment project like an American call option the stan-

dard ROT model concludes that an investor should wait longer than prescribed by

NPV for investment to be optimal.

In the latter half of the nineties, attention spread to a game theoretic analysis of

investment timing under uncertainty. Following the seminal paper by Smets (1991),

many papers followed modelling investment timing games as preemption games (fol-

lowing Fudenberg and Tirole (1985)), wars of attrition (following Hendricks et al.

(1988)), or combinations of both. Notable contributions are Grenadier (2000), Huis-

man (2001), Weeds (2002), Thijssen et al. (2006). See Huisman et al. (2004) for an

overview.

Most of the contributions within the framework of ROT assume risk-neutral

investors and complete markets. In recent years, the problem of investment in

incomplete markets has received some attention. These papers usually assume a

risk-averse investor and model the investment decision using CARA or CRRA util-

ity functions. Recent papers are, for example, Van den Goorbergh et al. (2003),

Hugonnier and Morellec (2004, 2005), and Miao and Wang (2005).

This paper attempts to provide a unified approach, which encompasses most of

the (single decision-maker) real options literature. The main aim is to clarify the

underlying principles, which appear under the surface in most real options models.

The tool used here is the concept of a (stochastic) discount factor. Recently, it has

been argued in the asset pricing literature that many models in financial economics,

like CAPM, APT, and arbitrage pricing, are merely special cases of a general model

where assets are priced relative to a discount factor (cf. Cochrane (2005)).
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For real option theory, a similar project can be undertaken. Given that a firm has

decided to value an investment project relative to a discount factor, an investment

threshold can be derived. In deriving this threshold, at each point in time the firm

has to compare the net present value of investing immediately and the option value

of postponing investment. Both the net present value and the option value are

computed relative to the discount factor. Moreover, the option value is assumed to

follow Bellman’s principle of optimality, which leads to a no-arbitrage value for the

option to invest.

The basic premise in corporate finance is that a firm should take investment

decisions that are “in the interest of the shareholders”. The value of an investment

project depends crucially on the chosen discount factor. Therefore, the discount

factor should represent the time and risk preferences of the shareholders. In this

paper, a distinction is made between two different methods of obtaining a discount

factor and, hence, of modelling the interests of the shareholders. These two ap-

proaches both appear in the standard ROT literature, although usually no explicit

discount factor is derived. Firstly, one can follow a preference-based approach and

assume that there exists a representative investor who has preferences satisfying

the axioms of expected utility theory. Alternatively, a market-based approach can

be chosen. Here one uses the price processes of traded assets to obtain a discount

factor, based on the assumption that asset prices are arbitrage-free. Note that in

the latter approach it is irrelevant what the actual preferences of the investors are.

Furthermore, it is not important whether investors are rational utility maximising

agents. The two approaches could, therefore, alternatively be coined subjective and

objective, respectively.

The market-based approach is only well-defined in complete markets. In incom-

plete markets the traded assets do not provide a unique discount factor that spans all

the risk in the project’s cash-flows. As mentioned above, most recent contributions

then resort to representative agent analysis. That is, one replaces the objective ap-

proach with the subjective approach, in which market incompleteness plays no role.

However, even though no unique discount factor can be found, it is, nevertheless,

possible to come up with reasonable bounds on the value of an investment project.

In this paper, the concept of “good-deal bounds” (cf. Cochrane and Saá-Requejo

(2000)) is used to derive an upper and lower investment threshold. The model values

a project relative to a discount factor obtained from traded assets. However, since it

is assumed that the cash flow uncertainty of the project is not fully spanned by the

market, this discount factor is not unique. We obtain an upper and a lower bound

for the value of the project under an exogenously given constraint, which bounds

the instantaneous volatility of the discount factor. As in the complete markets case,
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Sharpe ratios play an important role. In this case, however, one also has to deter-

mine the loading of the discount factor on the idiosyncratic risk. It is shown that

the correlation of the idiosyncratic shock with the risk of the traded assets is an

important determinant of this loading.

The paper is organised as follows. In Section 2, the discount factor approach is

developed. The resulting investment threshold is analysed in Section 3. In Section 4,

two ways of obtaining a discount factor are discussed, namely the preference-based

(or subjective) and the markets-based (or objective) approach. For the latter it

is shown how good-deal bounds can be used to conduct investment appraisal in

incomplete markets in Section 5. Finally, Section 6 discusses the results of the

paper.

2 The Discount Factor and Investment Appraisal

This section introduces the general model. Time is assumed to be continuous and

indexed by t ≥ 0. Uncertainty is modelled by a filtered probability space P =
(

Ω,F , (Ft)0≤t≤∞, P
)

. The firm can invest in a project, which leads to an uncertain

stream of cash flows, (Vt)0≤t<∞, which is adapted to P and governed by the diffusion

dVt

Vt
= µV dt+ σV dz, (1)

where µV ≥ 0 is the trend, σV ≥ 0 is the instantaneous standard deviation, and

dz ∼ N (0, dt) is the increment of a Wiener process. The sunk costs are assumed to

be constant and equal to I > 0.

As standard corporate finance theory prescribes (cf. Brealey and Myers (2003)),

management should take investment decisions “in the interest of the shareholders”.

This is usually interpreted to imply that managers have to maximise the net present

value (NPV). Real option theory (ROT) has convincingly argued that in addition one

needs to include the option value of waiting for more information. An important

question in capital budgeting is how to obtain the appropriate discount rate at

which the stream of future cash flows should be discounted. If this stream can be

replicated by a dynamic portfolio of traded assets, one can use standard contingent

claims analysis to value investment projects. The appropriate discount rate is then

obtained by applying, for example, the Capital Asset Pricing Model (CAPM), i.e.

by linking the project’s cash flow stream to returns on the “market portfolio”. This

implies that one assumes that there is a representative investor with mean-variance

preferences. Alternatively, an exogenously given discount rate could be used. Both

approaches, however, can be seen as special cases of a more general method where

investment projects are valued relative to a (stochastic) discount factor.
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Definition 1 (Discount Factor) A process (Λt)0≤t<∞ is a discount factor if it is

adapted to P and if Λt > 0, for all t ≥ 0. M

The management of a firm should value each investment project relative to a dis-

count factor, which it beliefs represents the interest of the shareholders. Investment

should then take place at an optimal time, in the sense defined below. In the current

formulation, V is a sufficient statistic for the project’s net present value, which is

increasing in V . Therefore, the optimal investment policy can be represented by a

stopping time. Denote by T , the set of stopping times T , adapted to P, that are of

the form T (ω) = inf{t ≥ 0|Vt ≥ V ∗}, for some threshold V ∗. Let1

F (Vt) =
1

Λt
IEt

(

∫ ∞

t

ΛsVsds− ΛtI
)

,

be the net present value of the project if investment takes place at time t ≥ 0.

Definition 2 (Optimal investment time) A stopping time T ∗ ∈ T is optimal

with respect to a discount factor (Λt)0≤t<∞ if it solves the problem

F (VT ∗) = sup
T∈T

IETF (VT ). (2)

M

Before investment takes place, the value of the project consists of the value of

the possibility to invest at a certain time in future. This is, in other words, the

option value, which is denoted by C = C(V ). At each time t ≥ 0, the value of the

project then equals

Φ(Vt) = max{F (Vt), C(Vt)}.

The option value can, in principle, be derived in many ways. It is standard to apply

Bellman’s principle of optimality.

Definition 3 (Bellman principle) Let (Λt)0≤t<∞ be a discount factor and let τ >

0 be the time of investment. The value process C satisfies the Bellman principle on

the interval [0, τ) with respect to Λ if, for all 0 ≤ t < τ , it holds that,

ΛtCt = lim
dt↓0

IEt(Λt+dtCt+dt).

M

In differential form the Bellman principle can be written as

IEt(dΛtCt) = 0.

1In the remainder, for any random variable X, we denote IEt(X) := IE(X|Ft).
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In financial economics the Bellman principle is usually referred to as the no-

arbitrage principle, which stipulates that the value of a (contingent) claim should

be such that it does not open up arbitrage opportunities. In ROT, this principle

can be illustrated as follows. Suppose that the project is a traded asset. Consider

a European call option written on this asset with time to maturity τ and strike

price F (Vτ ). Suppose, furthermore, that an investor has a dynamic portfolio of this

option, (Λt)0≤t<∞. At time t < τ , the price of the option, Ct = C(Vt), is said to

satisfy the no-arbitrage principle if the dynamic portfolio Λ does not yield a profit

in expectation, i.e. if the value of the portfolio at time t is equal to the expected

value of the portfolio at time t+ dt:

ΛtCt = lim
dt↓0

IEt(Λt+dtCt+dt).

In the remainder of this section it is assumed that a discount factor (Λt)0≤t<∞

is given, which follows the diffusion

dΛ

Λ
= −µΛdt− σΛdz, (3)

where µΛ > 0 and σΛ ≥ 0. Note that this formulation implies that dV and dΛ

are perfectly correlated. In Section 4 two ways of obtaining a discount factor are

described.

If investment takes place at time τ , the net present value of the project relative

to Λ, equals

F (Vτ ) = IEτ

(

∫ ∞

τ

Λt

Λτ
Vtdt

)

− I. (4)

From Ito’s lemma, it follows that

dΛV

ΛV
=

dV

V
+

dΛ

Λ
+

dΛ

Λ

dV

V

= −(µΛ + σΛσV − µV )dt+ (σV − σΛ)dz.

Therefore (cf. Huisman (2001, Chapter 7)),

F (Vτ ) =
Vτ

δ
− I,

where

δ = µΛ + σΛσV − µV ,

is the so-called convenience yield. If (Vt)0≤t<∞ were the price process of a stock,

then δ would represent its dividend rate. The option to invest would then be an

American call option on this stock with an infinite time to maturity. If δ > 0, the
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option will not be held indefinitely, but exercised at the optimal stopping time T ∗.

The parameter δ reflects (Dixit and Pindyck (1994, p. 149)) “an opportunity cost of

delaying construction of the project, and instead keeping the option to invest alive”.

Note that F (Vτ ) < ∞ ⇐⇒ δ > 0 ⇐⇒ µV < µΛ + σΛσV . In the remainder it is

assumed that this condition holds.2

Suppose that investment takes place at time τ > 0. It is assumed that the value

of the option to invest, C, is a twice continuously differentiable function. This value,

too, has to be valued with respect to the discount factor Λ. Imposing the Bellman

principle gives that C should be such that

IEt(dΛC) = 0 ⇐⇒ IEt(dC) + IEt

(dΛ

Λ

)

= −IEt

(dΛ

Λ
dC
)

, (5)

for all 0 ≤ t < τ .

From Ito’s lemma it follows that3

dC = C ′V dV +
1

2
C ′′V V (dV )2

= (
1

2
σ2
V V 2C ′′V V + µV V C ′V )dt+ σV V C ′V dz.

(6)

Furthermore,
dΛ

Λ
dC = σΛσV V C ′V dt. (7)

Substituting (6) and (7) into (5) and rearranging yields the partial differential equa-

tion (PDE)
1

2
σ2
V V 2C ′′V V + (µΛ − δ)V C ′V − µΛC = 0. (8)

The solution to this PDE is given by

C(V ) = η1V
β1 + η2V

β2 ,

where η1 and η2 are constants, and β1 and β2 are the roots of the quadratic equation

Q(β) ≡ 1

2
σ2
V β(β − 1) + (µΛ − δ)β − µΛ = 0. (9)

Note that Q(·), and hence the solutions to Q(β) = 0, depend on all parameters

of the model. Given the assumptions on µΛ and finiteness of F (Vt), it holds that

Q(0) < 0 and Q(1) < and, hence, that β1 > 1 and β2 < 0.

The optimal stopping problem (2) can now be solved after imposing the appro-

priate boundary conditions. These are:

2The intuitive idea behind this condition is that if δ < 0, then the cash-flows of the project are

have a higher expectation and a lower risk than −Λ. Therefore, if the firm had a choice it would

want to invest in the discount factor and never in the project.
3In the remainder, for any function f : IRn → IR, we denote f ′xi

(·) := ∂f(·)
∂xi

and f ′′xixj
(·) := ∂2f(·)

∂xi∂xj
.
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1. No speculative bubbles: limV→0 C(V ) = 0;

2. Value-matching: C(V ∗) = F (V ∗);

3. Smooth-pasting: C ′V (V
∗) = F ′V (V

∗).

Since β2 < 0, the first condition implies that η2 = 0. The investment threshold,

V ∗, and constant, η1, are found by simultaneously solving the value-matching and

smooth-pasting conditions, yielding

V ∗ =
β1

β1 − 1
δI and η1 =

1

β1

(V ∗)β1

δ
. (10)

Investment takes place at time T ∗ = inf{t ≥ 0|Vt ≥ V ∗}. The value of the project,

Φ(·), is, therefore, equal to

Φ(V ) =







1
β1δ

(V ∗)1−β1V β1 if V < V ∗;

V
δ
− I if V ≥ V ∗.

Note that Φ(·) is continuous and differentiable. To summarise, we have proved the

following proposition.

Proposition 1 Let (Vt)0≤t<∞ be an Ito diffusion following (1) and let (Λt)0≤t<∞

be a discount factor following (3). If it holds that µΛ > 0, and µV < µΛ + σΛσV ,

then the optimal stopping problem (2) is solved by T ∗ = inf{t ≥ 0|Vt ≥ V ∗}, where

V ∗ =
β1

β1 − 1
δI,

δ = µΛ + σΛσV − µV ,

and β1 is the positive root of

Q(β) ≡ 1

2
σ2
V β(β − 1) + (µΛ − δ)β − µΛ = 0.

The value of the investment project equals Φ(·). N

3 Analysis of the Investment Threshold

In this section we analyse the influence of the different parameters on the investment

threshold V ∗. Let ζ ∈ {µΛ, σΛ, µV , σV } be one of the parameters of the model. The

partial derivative of V ∗ with respect to ζ is then equal to

∂V ∗

∂ζ
=
( β1
β1 − 1

∂δ

∂ζ
+

∂

∂β1

β1
β1 − 1

∂β1
∂ζ

δ
)

I

=
(1

δ

∂δ

∂ζ
− 1

β1(β1 − 1)

∂β1
∂ζ

)

V ∗.

(11)
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This expression shows that two effects influence the comparative statics of V ∗. The

first term between brackets in (11) is the so-called present-value effect. It measures

how the threshold changes due to a change in the discount rate, δ. Note that the

present value effect is insensitive to risk (σV ) if the discount factor is deterministic

(σΛ = 0).4 The second term refers to the option value effect. This measures the

change in the option value (or the value of waiting) of the project before investment

takes place. Together, these two effects determine the total effect.

In most cases the two effects are of an opposed sign, as Table 1 shows, where (+)

denotes a positive effect and (−) denotes a negative effect. Note that the positive

Present-value Option value

ρ effect effect

µV − +

σV +







+ if σV > σΛ
β1−1

− if σV < σΛ
β1−1

µΛ + −
σΛ + −

Table 1: Present value and option value effects.

present value effect reported for σV is only strictly positive for σΛ > 0. In case of a

deterministic discount factor, a change in σV has no influence on the present value.

In order to see which of the two effects dominates, consider Figure 1. As a

baseline case, the parameter values have been chosen as in Table 2. The sunk

investment cost is taken to be I = 100. In all cases the present value effect outweighs

the option value effect.

The only ambiguous effect is in the option value effect for σV . Figure 2 depicts the

comparative statics of V ∗ and β1 for σV . The latter is indicative of the option value

effect. As one can see the option value effect is positive first and then turns negative.

This, however, has no influence on the positive overall effect on V ∗ of increasing

risk. The question that arises is whether there are parameter specifications where

the investment threshold is decreasing in σV . Obviously, this can only happen when

4In fact, this is the main difference between the standard risk-neutral approach and the more

recent literature on risk aversion. See Section 4.

µV = 0.05 µΛ = 0.05

σV = 0.1 σΛ = 0.1

Table 2: Parameter values
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Figure 1: Comparative statics for the parameters µV , σV , µΛ, σΛ.

σV < σΛ
β1−1

. With I = 100, a simulation study has been conducted to investigate

this issue. A total of 107 scenarios have been checked where µΛ, σV , and σΛ have

been drawn uniformly from the intervals (0, 0.2), (0, 2), and (0, 2), respectively. In

each run, µV has been drawn uniformly from the interval (0, µΛ + σΛσV ). In none

of the runs the threshold, V ∗, was decreasing with respect to a small increase in σV

(∆σV = 10−4).

Finally, we study the influence of risk (σV ) on the probability of investment

taking place within, say, T periods. Let µ̄ = µV − σ2V
2 . The probability that the

threshold V ∗ is reached within T periods then equals

IP

(

sup
0≤t≤T

Vt ≥ V ∗

)

=N
(− log(V ∗/V0) + µ̄T

σV

√
T

)

+
(V ∗

V0

)

2µ̄
σ2V N

(− log(V ∗/V0)− µ̄T

σV

√
T

)

,

(12)

where N (·) is the cumulative distribution function of the standard normal distribu-

tion and V0 is the initial value of the process (Vt)0≤t<∞. Taking T = 5, I = 100,

µV = µΛ = 0.05, and σΛ = 0.3, the comparative statics are depicted in Figure 3.

As one can see, the probability is very sensitive to the initial value V0. In fact, for

a low initial value (V0 = 3) the probability of investment is first increasing with risk
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Figure 2: Comparative statics for σV (left panel) and β1 (right panel).

for low values of σV , then decreasing for higher values of σV , and then increasing

again for high values of σV . This behaviour can occur since there are two opposing

effects. On the one hand the threshold increases with σV , which gives a downward

pressure on the probability of investment. On the other hand, the threshold might

be reached earlier, due to the increased volatility of V . From the numerical example

it is clear that either effect may dominate.

4 Obtaining a Discount Factor

Throughout Section 3 it was assumed that a discount factor was exogenously given.

In this section two different ways of obtaining a discount factor are discussed. The

preference-based approach uses an exogenously specified utility function, where the

discount factor is obtained from the first-order condition of utility maximisation.

The second, or market-based, approach uses observed prices from traded assets to

obtain a discount factor. As will be shown, Sharpe ratios play an important role in

this method. Alternatively, one could classify the two approaches as the subjective

and objective approach, respectively. Most models in the literature use a discount

factor from one of these two categories. Essentially, though, both often lead to

special cases of the model presented in Section 2, as is illustrated below.

4.1 The Preference-Based, or Subjective, Approach

One way to obtain a discount factor is to specify a utility function and a discount rate

for the manager. These could be the preference characteristics of a representative

shareholder (following Lucas (1978)). The manager then determines the time of
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Figure 3: Probability of investment within 5 years.

investment such that it maximises the shareholder’s expected discounted utility.

This approach relies heavily on Expected Utility Theory and has, therefore, a well-

axiomatised microeconomic foundation.5

Suppose there exists a representative investor with discount rate ρ ∈ (0, 1), and

instantaneous utility function u(Vt). Combining the discount rate and the utility

function one can derive a discount factor at which the shareholder discounts the

stream of cash-flows V . Consider a point in time t ≥ 0, and a small time interval

(t, t + dt). Let Λt denote the discount factor at time t. That is, any change in the

cash-flows, dVt, has value ΛtdVt to the shareholder. To be precise,

ΛtdVt = lim
dt↓0

(

e−ρ(t+dt)u(Vt+dt)− e−ρtu(Vt)
)

= lim
dt↓0

e−ρt
(

(1− ρdt)u(Vt+dt)− u(Vt)
)

= lim
dt↓0

(

e−ρtdu− ρu(Vt+dt)dt
)

= e−ρtu′(Vt)dVt.

Hence, the firm acts in the interest of the representative shareholder if it solves the

optimal stopping problem (2) with the discount factor Λt = e−ρdtu′(Vt). For t < T ∗,

the Bellman principle then requires that the option value, C = C(V ), solves

IEt(dΛC) = 0.

Assume, for simplicity, that u(Vt) =
V
1−γ
t −1
1−γ

. That is, u(·) exhibits constant

5See, for example Mas–Colell, Whinston, and Green (1995) for a standard textbook exposition.
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relative risk aversion (CRRA). Denoting g(t, Vt) = e−ρtu′(Vt), applying Ito’s lemma

gives

dΛ =
∂g(·)
∂t

dt+
∂g(·)
∂V

dV +
1

2

∂2g(·)
∂V 2

(dV )2

= −
(

ρ+ γµV −
1

2
γ(γ + 1)σ2

V

)

Λdt− γσV Λdz.

That is, (Λt)0≤t<∞ follows a diffusion as in (3). The convenience yield equals δ =

ρ−(1−γ)µV + 1
2γ(1−γ)σ2

V . Assuming that δ > 0, Proposition 1 gives the investment

threshold:

V ∗ =
β1

β1 − 1
δI,

and β1 is the positive root of

Q(β) ≡ 1

2
σ2
V β(β − 1) + (µΛ − δ)β − µΛ = 0.

This solution is well-defined if ρ > (1 − γ)µV − 1
2γσ

2
V (3 + γ). That is, the repre-

sentative shareholder has to be impatient enough. The standard risk-neutral model

is a special case of this specification, namely if γ = 0. Then the threshold equals

V ∗ = β1
β1−1

(ρ − µV )I, and is well-defined if ρ > µV . Note that in this case it holds

that σΛ = 0 and that, therefore, ∂δ
∂σV

= 0, i.e. the net present value of the project is

insensitive to the risk in the project’s cash-flows.

Note that this simple model also includes more elaborate models that use mul-

tiplicative uncertainty. Let D1 > D0 > 0 be constants. Assume that, before and

after investment, the firm’s cash flows are D0V and D1V , respectively. The invest-

ment project can then de interpreted as the firm investing I to change the stream

of cash flows from D0V to D1V . In terms of investment timing this is equivalent

to an investment project which pays no dividends currently, but yields a stream of

cash flows (D1−D0)V after investment. Note that (D1−D0)V follows a geometric

Brownian motion with trend µV and standard deviation σV . Alternatively, one can

easily see that this is equivalent to a project which yields cash flows V at sunk costs
I

D1−D0
. Therefore, the optimal investment threshold is

V ∗ =
β1

β1 − 1

δ

D1 −D0
I,

which is equivalent to the standard threshold reported in the literature (cf. Huisman

(2001, Chapter 7)).

A disadvantage of this approach is that the threshold is not necessarily monotonic

in the degree of risk aversion. As an example, we take I = 100, ρ = 0.1, µV = 0.06,

and σV = 0.2. The left-panel of Figure 4 shows the threshold V ∗ for γ ∈ [0, 3].
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The right-panel of Figure 4 shows the probability of investment within 5 years as a

function of γ. This probability, too, is non-monotonic in the degree of risk aversion.
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Figure 4: Comparative statics for γ of the investment threshold (left panel) and the

probability of investment within 5 years (right panel).

4.2 The Market-Based, or Objective, Approach

Instead of embedding the discount factor in microeconomic theory, one can use the

price processes of a set of assets to obtain a discount factor. One then assumes

that the preferences of all investors are summarised in the prices. Note that it is

irrelevant in this case whether investors are rational utility maximisers. One takes

prices as given and is not worried about how these prices came about.

In this subsection it is assumed that the cash flow uncertainty is completely

spanned by the asset price process. The firm can value the project relative to a

riskless bond with price process (Bt)0≤t<∞, and a risky asset with price process

(St)0≤t<∞.6 Assume that B and S follow the Ito diffusions

dB

B
= rdt and

dS

S
= µSdt+ σSdz, (13)

Note that in this formulation it holds that corr(dS/S, dV/V ) = 1, so that the

uncertainty in V is spanned completely by S. It is easy to verify that there is a

unique discount factor (Λt)0≤t<∞, which values both B and S, satisfying the NA

principle, which follows the diffusion

dΛ

Λ
= −rdt− µS − r

σS
dz,

6In principle, this analysis can easily be extended to multiple risky assets. For expositional

clarity, however, attention is restricted here to one risky asset.
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where hS ≡ µS−r
σS

is the Sharpe ratio of asset S.

The convenience yield in this case equals δ = σV (hS − hV ), where hV ≡ µV −r
σV

is

the Sharpe ratio of the project. If one assumes that hV < hS , then Proposition 1

provides the optimal investment threshold:

V ∗ =
β1

β1 − 1
σV (hS − hV )I,

and β1 is the positive root of

Q(β) ≡ 1

2
σ2
V β(β − 1) + (r − δ)β − r = 0.

Two important issues arise from using the market-based approach. Firstly, it is

impossible to value a project which has a Sharpe ratio larger than the Sharpe ratio

of the risky asset relative to which one wants to value the project. This implies

that very attractive projects (in the sense of having a high Sharpe ratio) can not

be valued. Secondly, it matters which asset (or market index) is used. The same

project will be valued differently relative to different assets. This can influence the

probability of investment and, hence, consumer welfare in the (product) market(s) in

which the firm operates. As an example, consider the case where I = 100, r = 0.04,

µV = 0.06, and σV = 0.2. That is, the project has a Sharpe ratio hV = 0.1. Figure 5

shows the influence of hS on the threshold V ∗ and on the probability of investment

within 5 years for different initial values of V . As one can see, if one values relative
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Figure 5: Comparative statics for hS of the investment threshold (left panel) and

the probability of investment within 5 years (right panel).

to an asset with a high Sharpe ratio the probability of investment within 5 years

becomes negligible.
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5 The Markets-Based Approach in Incomplete Markets

Recently, attention in the literature has been shifting to value projects in incomplete

markets. Financial markets are incomplete if there does not exist a perfect hedge

for the project’s cash-flows. In other words, if there is idiosyncratic risk in the

project, which is not traded on the financial market. In the market-based approach

this means that the project’s cash-flows and the prices of the risky asset are not

perfectly correlated. Note that the issue of market completeness is irrelevant for the

preference-based approach since in that method the discount factor and cash-flows

are perfectly correlated by construction.

The most popular approach in the literature so far is to deal with market incom-

pleteness (arising from the market-based approach) via a representative investor with

a utility function exhibiting risk aversion (i.e. via the preference-based approach).

See, for example, Van den Goorbergh et al. (2003), Hugonnier and Morellec (2005),

and Miao and Wang (2005) for applications in this direction. In the preference-based

approach, however, market incompleteness plays no role. Nevertheless, it is possible

to apply the market-based approach, even though markets are incomplete, by, for

example, bounding the value of the project in incomplete markets with so-called

good-deals bounds. These are analysed in Cochrane and Saá-Requejo (2000), but go

back to, at least, Ross (1976) (see also Ross (2005)). The idea is to find a maximum

and minimum value for the project, while the volatility of the discount factor is

exogenously bounded.

To be more precise, let the cash-flows of the project follow the diffusion

dVt

Vt
= µV dt+ σVzdz + σVwdw, (14)

where IE(dzdw) = 0. For simplicity, it is assumed that the firm wishes to value the

project relative to the riskless bond and the risky asset with price processes as given

in (13). For further reference, let σ2
V ≡ σ2

Vz
+ σ2

Vw
denote the total instantaneous

variance of V , and let hV ≡ µV −r
σV

, denote the Sharpe ratio of V . Note that the

instantaneous correlation between V and S equals

ρ ≡ corr
(dV

V
,
dS

S

)

=
σVz

σV
.

Note that in the complete markets case above, it holds that ρ = 1, whereas for

incomplete markets we have ρ < 1.

For every ν ∈ IR, the discount factor

dΛ

Λ
= −rdt− hSdz − νdw,
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prices the bond and riskless asset7 and can, therefore, be used to value the project.

The choice of ν, however, is arbitrary; market data alone are not enough.8 For any

ν ∈ IR, we have (using Ito’s lemma)

dΛV

ΛV
= −σV (ρhS + ν

√

1− ρ2 − hV )dt+ (σVz − hS)dz + (σVw − ν)dw.

Let δν = σV (ρhS + ν
√

1− ρ2−hV ) be the convenience yield. From Proposition 1 it

then follows that investment should take place as soon as the threshold V ∗ν = β1
β1−1

δνI

is reached, where β1 is the positive root of the quadratic equation

Q(β) ≡ 1

2
σ2
V β(β − 1) + (r − δν)β − r = 0.

Note that, for this result to hold we need to assume that δ > 0 ⇐⇒ ρhS +
√

1− ρ2ν > hV . In the remainder it is assumed that this assumption holds.

We now proceed by bounding the instantaneous volatility of the discount factor,

which equals

IE
(dΛ

Λ

)2
= h2S + ν2,

by a constant, say, A2 > h2S . One can then find the maximum and the minimum

value of the project under this volatility constraint. That is, one solves

max
ν∈IR

F (Vt) =
Vt

σV (ρhS + ν
√

1− ρ2 − hV )
− I

such that h2S + ν2 ≤ A2.

Since the objective function is monotonically decreasing in ν, this problem is solved

when

ν = ν̄ ≡ −
√

A2 − h2S = −hS

√

A2

h2S
− 1.

The investment threshold then equals V ∗δν̄ , where

δν̄ = σv

[

hS

(

ρ−
√

A2

h2
S

− 1
√

1− ρ2
)

− hV

]

.

Similarly one can find the minimum value of the project under the volatility con-

straint. This leads to ν = ν ≡ +hS

√

A2

h2S
− 1, and investment threshold V ∗δν , where

δν = σv

[

hS

(

ρ+

√

A2

h2S
− 1
√

1− ρ2
)

− hV

]

.

7As long as Λ0, the process is positive and, therefore, a discount factor.
8This is equivalent to non-uniqueness of the equivalent martingale measure (see, for example,

Dana and Jeanblanc (2003)).
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Note that ν and ν̄ are the maximum and minimum loadings on dw, respectively,

consistent with the volatility constraint. For ρ = 1, we are back in the familiar

complete markets case and V ∗δν = V ∗δν̄ .

As an illustration, consider the case with I = 100, and parameter values as in

Table 3. For A = 3
2hS and A = 2hS , Figure 6 shows the bounds for ρ ∈ [0.85, 1].

r = 0.03 µV = 0.06

σV = 0.4 hS = 0.5

Table 3: Parameter values

The bounds are only well-defined if δν̄ > 0, which requires a high enough value for

ρ. Note, furthermore, that the lower bounds correspond to ν̄, and the upper bounds

to ν. As expected, the bounds are wider for lower values of ρ and higher values of
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Figure 6: Good deal bounds for A = 3
2hS (solid line) and A = 2hS (dashed line).

A.

It should be noted that the bounds provide a guideline for investment policy.

The data obtained from financial markets are simply not precise enough to provide a

clear-cut answer to the investment timing problem. One could choose to abandon the

market-based approach completely in such cases and resort to the preference-based

approach. Alternatively, the good-deal bounds are a good alternative to stretch the

market-based approach a bit further.

Finally, it could be argued that financial markets are, at least, near complete and

that it is only transaction costs, which prevent full market completeness. This issue,

however, is irrelevant, since it only matters what assets the firm uses to evaluate the
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investment project.9 It is unlikely that a firm will use all traded assets in such an

analysis. It will most likely use a market index and maybe a few other assets. In such

cases markets are very likely to be incomplete. For example, in most industries, the

profitability of an investment depends on the investment behaviour of competitors.

This creates a source of risk, which is unlikely to be traded on financial markets.

Furthermore, a government’s fiscal or environmental policy may influence a project’s

profitability. The risk this induces is typically not traded either.

6 Discussion

In this paper, a general approach to investment appraisal has been developed, based

on a discount factor. In short, the discount factor represents how the decision

maker interprets “making decisions in the interest of shareholders”. A distinction is

made between two fundamentally different approaches, the preference-based and the

markets-based, respectively. It is illustrated that many different outcomes of ROT

models in the literature are due to different choices of the discount factor. This

suggests that ROT is a robust framework, where the main choice for the decision-

maker is the choice of discount factor.

The preference-based approach could, in principle, be extended to a wide variety

of utility functions. These need not necessarily follow the axioms of Expected Utility

Theory. In recent years, the paradigm of the rational, utility maximising agent or

investor has seriously been contended (cf. Schleifer (2000)). Others argue, however,

that neoclassical theory is certainly not dead. For example, Ross (2005, p. 66)

argues that behavioural finance is being “more defined by what it doesn’t like about

neoclassical finance than what it has to offer as an alternative”. This discussion can

be avoided by relying on the market-based approach.

One advantage of the preference-based approach over the market-based one is

that it also works in incomplete markets. This is the case, because one explicitly

specifies the preferences of a representative investor over all conceivable income

or consumption streams. However, one often uses asset price data to calibrate

the parameters governing time and risk preferences of investors. Furthermore, in

incomplete markets one typically needs to value an income stream, which is not

perfectly correlated to traded assets. Still one uses the same price data to obtain

estimates of preference parameters of which one has no indication regarding their

out-of-sample performance.

It seems that the second argument points to exactly the same problem that

9See Ross (2005) for an elaboration of this point.
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arises in applying the market-based approach: One has to use data obtained from a

given sample to make out-of-sample predictions. In the market-based approach one

uses price data which do not cover all the risk incorporated in the project on hand.

Bounding the project’s value by imposing a “reasonable” bound on the variance of

the discount factor seems, currently, the best one can do. Obviously, the exogenous

volatility bound is arbitrary, but not more arbitrary than the assumption that in-

sample preference estimates also hold out-of-sample.

One problem with ROT is that it is assumed that the firm can observe the

project’s cash-flows, even before investment has taken place. This is obviously not

the case in many real-world applications. This might be a reason for the limited

success of ROT in applied corporate finance. It would be interesting to extend the

current model to situations where there is ambiguity concerning the actual cash-flow

at any point before investment takes place. In an environment where the project is

non-exclusive and competitors are present, this may lead to a strong second-mover

advantage, which could delay investment. This, however, is left to future research.
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